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Abstract

This work investigates privacy-aware collaborative wake word
detection (WWD) in acoustic sensor networks. To meet state-
of-the-art privacy constraints, the proposed WWD scheme is
based on privacy-aware unsupervised clustered federated learn-
ing that groups microphone nodes w.r.t. active sound sources
and on a privacy-preserving high-level feature representation.
Using the partition of microphone nodes into clusters, we apply
intra- and inter-cluster feature enhancement strategies directly
in the privacy-preserving feature domain and thus circumvent
the need for communicating privacy-sensitive information be-
tween nodes. The approach is demonstrated for an acoustic sen-
sor network deployed in a smart-home environment. We show
that the proposed collaborative WWD system clearly outper-
forms independent decisions of individual microphone nodes.
Index Terms: privacy, wake word detection, clustering, feder-
ated learning, unsupervised clustered federated learning

1. Introduction

Legal regulations such as the European Union GDPR [1] define
privacy constraints for the processing and storing of personal
data, including sensitive speech data that may contain personal
or biometric-related information. Privacy concerns are espe-
cially valid for smart devices that incorporate microphone sen-
sors and that are interconnected in the form of an acoustic sen-
sor network (ASN) [2]. Their wide-area coverage by means
of multiple microphone nodes can help improving many sig-
nal processing applications [3] such as source localization [4],
event classification [5], and speech enhancement [6] and can be
deployed in various environments, some of the most popular be-
ing smart-cities [7] and smart-homes [8]. Although ASNs open
new perspectives for distributed multi-microphone applications,
their interconnection requires privacy-preserving signal sharing
and processing approaches in order to comply with legal regu-
lations such as GDPR.

State-of-the-art signal processing in ASNs [3] typically
entails that the nodes send raw audio or other information-
rich feature-based representations to a centralized party that
may also extract additional and potentially private information.
Moreover, this data can be subject to interception attacks by
eavesdroppers that have infiltrated the network [9]. To reduce
the aforementioned privacy risks in the context of WWD, we
propose to use a federated learning approach for clustering mi-
crophones and to employ a deep neural network (DNN) based
privacy-preserving feature representation for WWD. The latter
only contains information required by the WWD task while
all other information like the content of utterances has been
removed. The proposed privacy-preserving WWD scheme is

based on our previous work [10], where a privacy-preserving
feature representation has been investigated to support the col-
laboration between a single local node and a more powerful
cloud-based server.

Grouping microphone nodes into clusters w.r.t. dominant
sound sources may offer significant signal processing advan-
tages [11, 12, 13, 14, 15]. Similarly, WWD performed on the
privacy-preserving feature representation may also benefit from
feature enhancement techniques. Thus, we focus on the inte-
gration of privacy-preserving WWD with a collaborative fea-
ture enhancement procedure that makes use of clustered ASN
nodes. The employed clustering scheme is based on federated
learning (FL) [16] and does not require any raw-signal-based
feature representation. Instead it uses DNN weight updates ob-
tained from a light-weight autoencoder deployed at ASN node
level as in [14, 15]. The estimation of source-related clusters
and WWD in these clusters then allows to confine the operation
of any subsequent ASR-based dialogue system [17] to specific
spatial locations. We argue that enabling ASR only in clusters
that have detected a wake word (in a privacy-aware manner)
offers an additional advantage in terms of privacy for the smart-
home users [18].

The proposed clustering and collaborative WWD tech-
niques are implemented and validated in a complex smart-home
scenario with multiple rooms and open doors that include si-
multaneously active speech sources and a multitude of ASN
nodes. We evaluated the system for very challenging acoustic
conditions, where the ASN nodes have to handle low signal-
to-noise ratios (SNRs) and several overlapping speakers. We
note that the aforementioned WWD approach may be further
enhanced by node-based multi-microphone beamforming tech-
niques [19, 20] which are, however, beyond the scope of this
paper. Multi-channel signal enhancement approaches using the
microphones across multiple nodes require synchronized and
possibly non-privacy-preserving signal representations. There-
fore, to illustrate the potential of the proposed privacy-aware
methods, we assume a single microphone per node only and
focus on exploring low-cost collaborative enhancement tech-
niques in the privacy-preserving WWD feature space.

2. UCFL for Clustering ASN Nodes

For clustering ASN nodes, we employ a privacy-aware solu-
tion that uses unsupervised clustered federated learning (UCFL)
based on Nelus et al. [14, 15]. UCFL is derived from clus-
tered federated learning (CFL) [21, 22, 23] and adapted to the
specific case of ASNs. It employs a light-weight autoencoder
for each ASN node. Only the autoencoder’s bottleneck layer
is trained by the ASN nodes. The training is performed for a
given number of UCFL communication rounds and minimizes



the mean squared error (MSE) between input and reconstructed
log-mel band energy (LMBE) features. The cosine similarity
values A; ; of the DNN weight update vectors generated by the
training procedure are then used as basis for clustering. The
clustering scheme consists of hierarchical bi-partitioning and
as such does not require a priori information about the number
of sources. UCFL generates a varying number Nc of clusters
along with cluster membership values (MVs) p; for the nodes
n; of each cluster ¢; € C, where C is the set of all clusters.
The MVs range from O to 1, where p; = 1 indicates that node
n; is most representative for the cluster’s dominant source. We
disregard nodes with low MVs via thresholding, i.e. if pu; < v
then p; = 0.

3. Privacy-preserving Wake Word
Detection

3.1. WWD model and ASR-based attacker

In the context of this work, we consider multiple nodes n; that
record audio and export a high-level feature representation Z;
which is transmitted to a centralized node for WWD. Similar to
our previous work [10], we assume a malicious central process-
ing party or an eavesdropper intercepting those features with
the goal of obtaining the transcription related to the recorded
audio. In order to suppress the ASR-capability of such an at-
tacker while maintaining a strong WWD performance, we use
the privacy-preserving feature extraction implemented in [10]
and adapt it to our ASN scenario. We employ a local feature ex-
tractor, which is integrated in each node n;, consisting of a time-
delay neural network (TDNN) [24], followed by a bottleneck
layer with 16 DNN neurons. The feature extractor transforms
mel-frequency cepstral coefficients (MFCCs) into the high-level
feature representation Z;. WWD is then performed on a cen-
tral node using this feature representation, an additional dense
layer, and a speech decoder. Furthermore, our WWD system is
trained via an adversarial training schedule in order to minimize
the attacker’s ASR capabilities while maintaining strong WWD
performance. Thus, when the attacker performs ASR with in-
tercepted features the word error rate is around 90%.

3.2. Feature fusion

As introduced above, the extracted high-level feature represen-
tation Z; of each node n; is further processed on a central node
in order to perform WWD. Rather than obtaining a WWD de-
cision for each node individually, we implement a high-level
feature fusion at cluster-level by aggregating over several Z;
within a cluster ¢;, where n; € c¢;:
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The contribution of each node is controlled via weighting with
the related membership values p;, optionally constrained by a
threshold v as stated in Sect. 2.

3.3. Feature enhancement

Given the envisioned challenging ASN scenario with four si-
multaneously active sound sources (see Sect. 4.1), we assume
that each cluster ¢; € C' generated by the UCFL procedure
is dominated by a single sound source. As such, the remain-
ing non-dominating sound sources are considered to be inter-
fering (babble) noise for cluster ¢;. Considering the privacy

constraints introduced in Sect. 1, we further aim to minimize
this interference directly in the fused high-level feature space
7j. Thus, in addition to feature fusion within one cluster, we
propose novel approaches for high-level feature enhancement
which make use of the auxiliary inter-cluster information de-
rived from UCFL. Even though feature extraction is a nonlinear
process in our case, we propose linear methods with the goal of
determining the overall feasibility of privacy-preserving feature
enhancement. We subsequently present three methods for esti-
mating a noise floor IV ; at feature level in order to subtract it
from the fused features of each target cluster ¢; € C"

Z; = aZ; - BN;, 2
where the impact of the subtraction is controlled via o and 5.

3.3.1. Averaging-based estimation

First, we compose the estimation of the noise floor by aggregat-
ing high-level features Z, of non-target clusters ¢, € C \ ¢;:
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Here, the contribution of each single Zj is determined by a
specific weighting factor v);; which is computed as:
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where A,/ is the cosine similarity between the weight update
vectors of the reference nodes n;s and ns of clusters c¢; and
cr, generated after the last communication round of UCFL [15].
This is motivated by the fact that a low cosine similarity value
indicates that the nodes in the non-target cluster are, most prob-
ably, close to an interfering source and thus should have a
stronger influence on the noise estimate. Based on preliminary
experiments, we set « = 1.2 and 8 = 0.2 for this approach.

3.3.2. Covariance-based estimation

While N "¢ equally includes all dimensions of feature vec-
tors Z, we now only regard specific information that we
assume to be relevant for feature enhancement.  There-
fore, we consider &; to be the vector of covariance values
£;(d) = cov (7]‘ (d), N;Vg(d)) between the d-th element of

the target Z; and the previously estimated noise floor vector
N 7"¢(d). We now define a set D} containing the indices of the
7 largest elements of &;. This is based on the assumption that
the feature dimensions corresponding to the largest covariance
values are the most representative for the noise-related com-
ponents in Njavg. Subsequently, we obtain a covariance-based
noise floor estimate

(7 Ccov N?Vg(d) de D"?
c = J J 3’
Ny (d) { 0, otherwise.

Based on initial experiments, we set « = 3 = 1 and p = 3.

(&)

3.3.3. MV-based estimation

Finally, we focus on intra-cluster-related information only, as-
suming that the MV p; of each node n; € c; can be directly
related to the amount of interference in the respective audio sig-
nal. We now obtain the MV-based estimation

NV=2Z;. - Z;, ©6)
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Figure 1: Floor plan of simulated apartment with cluster esti-
mations for a single scenario. Color intensity is proportional to
cluster membership values.

where Z;+ and Z: indicate the high-level features of the nodes
n;= as well as node n;/, with the smallest and largest MV within
cluster c;, respectively. Here we assume that Z;+ contains the
largest amount of interference related to cluster c;, while Z
yields the best representation of the respective dominant sound
source for cluster ¢;. Again, we set « = 3 = 1 here.

4. Experimental Setup
4.1. Scenario description

In order to simulate a challenging ASN scenario we employ
the apartment layout from [8] where four simultaneously active
sources along with 41 single-microphone ASN nodes are ran-
domly positioned according to the following constraints: two
sources in the living room, one in the bedroom and one in
the bathroom. At least three nodes are placed within critical
distance of each sound source, thus having more direct com-
ponent energy than reverberation energy. Room impulse re-
sponses (RIRs) from all sources to all microphones are then
generated using CATT-Acoustic [25] equally to [15]. The room
layout is depicted in Fig. 1, including an arbitrarily chosen sim-
ulation scenario.

We make use of ten distinct constellations of source-node
positions as well as 20 randomly selected gender-balanced
speaker groups from our database (see Sect. 4.2), leading to
a total of 200 simulation scenarios with a duration of 40 s
each. In order to be consistent with [10], we use the wake
word “Mister” for all our experiments. During one 40 s sim-
ulation scenario, one source is randomly assigned as the wake-
word-uttering source, such that the wake word is uttered at least
four times. The other three sources are regarded as interference.
Given the disproportionately interference, the proposed setup is,
thus, very challenging and results in poor SNR conditions (c. f.
Sect. 4.3 and 5.1).

4.2. Database description

The dataset used in this work is composed of the fest-clean sub-
set of the Librispeech corpus [26] and is extended with all ut-
terances from the train-clean-360 subset that include the wake
word ”"Mister”, as described in [10]. In order to match the exper-
imental setup with [15], we remove large parts of silence by ap-
plying voice activity detection (VAD) [27] and split every audio
file into 10 s segments afterwards. The dataset is further divided

into a subset of segments that contain the wake word and a com-
plementary subset of wake-word-free segments. This results in
a total of 991 positive examples (occurrences of “Mister”) and
77144 negative examples (every other word occurrence) within
the scope of the aforementioned 200 simulation scenarios.

4.3. Evaluation measures
4.3.1. UCFL

UCFL is the first processing step in each simulation scenario.
We consider fixed source and node positions and do not investi-
gate robustness of the clustering process w.r.t. moving sources
and nodes here. UCFL is implemented using the parameters
presented in [15] and evaluated using the normalized cluster-to-
source distance (CTS) di; from source s to cluster c; defined
as:

ds; :w n€ e, )
where p,_ is the position of source s, p.; denotes the geo-
metrical mean of all node positions in the cluster ¢; weighted
with the respective MVs, and d is the average of the set of all
unique source-pair distances in the simulation [14],[15].

4.3.2. SNR

For the computation of the SNR we consider the signal received
from a node’s dominant source as the desired signal, while the
superposition of the remaining received signals is interpreted as
background babble noise. The dominant source of each node is
the source towards which the node’s cluster exhibits the smallest
CTS.

4.3.3. WWD

An extensive description of the proposed WWD system is pre-
sented in [10]. The neural network parts are implemented using
PyTorch-Kaldi [28] and utilize the Kaldi [29] lattice-decoder.
The WWD is deployed in Kaldi by reducing a large-vocabulary
language model (LM) so that it contains only information re-
garding the composition of the wake word ”Mister”. As evalua-
tion metric, we compute detection error trade-off (DET) points
between false alarm (FA) and false reject (FR) rates. For a given
system, different points are obtained by adjusting the acoustic
scaling parameter of the Kaldi decoder. The FA and FR rates
are computed for each 10 s segment where a correct wake word
detection is assumed only if the number of detected wake words
matches the ground truth value in the transcription of the clus-
ter’s dominant source. False alarms are only evaluated if the
corresponding audio transcription does not include a wake word
occurrence, while false rejects are evaluated if the transcription
does include at least one wake word.

5. Results and Discussion
5.1. Clustering performance

UCFL generates a varying number of clusters, with a minimum
of four and a maximum of 15 for the considered 200 simulation
scenarios. This is dependant on a scenario’s reverberation and
interference conditions. A typical UCFL result is provided in
Fig. 1. Clustering performance is evaluated using the CTS dzj
averaged over 200 simulation scenarios. The results are pre-
sented in the left part of Fig. 2 for clusters c; — c4 which are the
closest clusters corresponding to sources s1 —s4. These validate
the clustering performance since a small CTS value confirms
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Figure 2: Normalized cluster-to-source distance (CTS) between
clusters c1 — ca and sources s1 — sa, averaged over 200 simu-
lation scenarios (left). Histogram of SNR-values for each ASN
node related to the presented clusters c1 — c4 measured over
200 simulation scenarios (right).

that a cluster c; is close to a source s., while d~2§ > 1 im-
plies that the CTS is larger than the average distance between
sources [14, 15]. Based on the clustering results we also gen-
erate a histogram of the SNR measurements introduced in Sect.
4.3.2. This is displayed in the right part of Fig. 2 and further
underlines the challenging acoustic conditions included in the
proposed scenario.

5.2. Reference WWD performance

We evaluate different privacy-preserving WWD approaches and
present them in Fig. 3. Note that in all cases, in order to dis-
tinctly observe the effects of UCFL, the WWD system has only
been trained with clean data. We first discuss WWD perfor-
mance without additional high-level feature enhancement (see
Sect. 3.3) starting with the baseline system (blue markers).
Here, we do not employ UCFL information and, thus, are not
able to apply high-level feature fusion. This leads to poor WWD
performance with FR rates higher than 0.51 due to the challeng-
ing SNR conditions presented earlier.

Based on preliminary studies, high-level feature fusion is
applied for all evaluations using an MV threshold v = 0.5 (see
Sect. 3.2). Only clusters ¢c; — ca are taken into account as they
are the most representative for each source. The effects of high-
level feature fusion, without yet applying any feature enhance-
ment, are indicated in Fig. 3 by yellow markers. We observe
a significant increase in WWD performance thanks to the in-
corporation of UCFL information, but, nevertheless, FR rates
do not drop below 0.42 thus motivating the need for additional
enhancement.

Before further analyzing the effects of feature enhancement
we first look at the best achievable WWD performance (green
markers) by assuming an ideal case without interference. As
such, an upper bound on WWD performance is obtained with
FA rates of 0.01 when considering FR rates below 0.12.

5.3. WWD performance with feature enhancement

As presented in Sect. 3.3, we now proceed with three different
noise floor estimation methods that allow the subtraction of the
latter from the target feature representation. It can be observed
in Fig. 3 that all approaches lead to the desired improvement in
FR rate, nevertheless, at the expense of increased FA rates.

In general, the results for the three enhancement methods
provide very similar performance, reaching FR rates of 0.12
(which is close to the aforementioned upper bound) at FA rates
of around 0.125. Compared to other published works (e.g., [30]
with FA rates below 0.03 for FR rates around 0.13 in noisy en-
vironments) our FA rates appear to be rather large. However,
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Figure 3: WWD detection error trade-off for the baseline system
without UCFL, approaches applying high-level feature fusion,
and additional feature enhancement methods. Green markers
serve as an upper bound for WWD performance, excluding any
interference.

given the chosen complex apartment model along with four si-
multaneously active speakers it becomes obvious that WWD
is much more challenging and a reasonable trade-off between
FA and FR rates is necessary. To enhance the performance in
these difficult acoustic conditions, further improvements of the
proposed feature enhancement method as well as node-based
adaptive beamformers are desirable.

While solely applying high-level feature fusion (orange
markers in Fig. 3) could not prevent the WWD system from
rejecting most of the wake word occurrences, it is obvious that
further enhancing the high-level feature space using UCFL in-
formation can lead to significant improvements. It has also been
shown that using inter-node covariance information helps to ex-
tract those dimensions of the feature vector that are useful for
the estimation of babble-noise related interference. These find-
ings motivate further investigations in new, privacy-preserving
speech enhancement methods (including deep learning-based
approaches) which may then directly be applied in the high-
level feature space.

6. Conclusions

In this work we have shown that a collaborative WWD using
UCFL information outperforms a WWD decision solely based
individual nodes in a challenging privacy-aware ASN scenario.
Nevertheless, a large amount of wake words is still rejected un-
der the bad SNR conditions due to continuous interference from
babble noise. Therefore, novel privacy-preserving enhancement
methods applied directly in the high-level feature space have
shown strong potential for further improving the WWD per-
formance. Given the aforementioned low-SNR conditions in
combination with our strict privacy constraints, the presented
enhancement approaches were not yet capable of providing a
detection error trade-off close to the interference-free upper
bound WWD performance. Thus, in future works we will study
the presented idea of feature-level interference compensation in
conjunction with nonlinear, deep learning based techniques.
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