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| Abstract

Speech and speaker recognition systems are integrated into our everyday life; voice
assistants answer questions, set timers, or play music, but also send personal mes-
sages, control smart homes, and place orders online. They constantly capture and
analyze their surrounding environment, making them a gateway for potential attacks.
Many security and privacy concerns arise from their built-in Automatic Speech Recog-
nition (ASR) system, including adversarial examples and spoofing attacks. Adversarial
examples, which sound like benign audio for human listeners, are interpreted by the
ASR system as an attacker-chosen, malicious speech command. Spoofing attacks that
imitate a victim’s voice can fool speaker recognition systems used to recognize a user,
compromising security guarantees.

This thesis explores adversarially robust speech and speaker recognition in three
parts. The first part focuses on increasing the robustness of speaker recognition by
augmenting it with a facial recognition. We show that a weighted recognition based
on environmental conditions, such as noise and lighting, is more accurate than relying
on a single modality or a multi-modal system with static weights. Additionally, we
propose a method to detect spoofing attacks against audio-visual speaker recognition;
to assess authenticity, we simultaneously verify the synchronicity and transcription of
the captured streams.

The second part analyzes adversarial examples for hybrid speech recognition sys-
tems that exploit psychoacoustic hearing thresholds. We show that it is possible to
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calculate inconspicuous adversarial examples by leveraging psychoacoustic principles
to limit the audibility of adversarial perturbations. The attack is further extended
to be viable when the adversarial example is played via a loudspeaker. For this pur-
pose, we also consider varying room characteristics for the optimization of adversarial
examples. The resulting adversarial examples remain viable across different rooms
and recording setups. In addition to demonstrating this attack, we developed a de-
tection mechanism for adversarial examples. We use a one-class classifier trained on
uncertainty measures to detect potential adversarial examples as outliers.

In the final chapter, we perform a systematic analysis of the sensitivity of popular
smart speakers to accidental triggers. We investigate the prevalence of accidental trig-
gers by measuring triggers for a diverse set of 11 smart speakers. Finally, we propose
an approach to artificially craft accidental triggers based on a Levenshtein distance
that can be used to benchmark the robustness of smart speakers.

Overall, this thesis shows real threats against hands-free audio interfaces that need
to be considered. In addition, we have developed methods to quantify weaknesses
of speech assistants and countermeasures to improve the robustness of speech and
speaker recognition.
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| Kurzfassung

Sprach- und Sprechererkennungssysteme sind in unseren Alltag integriert; Sprachas-
sistenten beantworten Fragen, stellen Wecker oder spielen Musik ab, verschicken aber
auch persönliche Nachrichten, steuern Smart Homes und geben Online-Bestellungen
auf. Sie erfassen und analysieren ständig ihre Umgebung, was sie zu einem Einfallstor
für potenzielle Angriffe macht. Viele Sicherheits- und Datenschutzbedenken ergeben
sich aus ihrer eingebauten automatischen Spracherkennung, einschließlich der damit
einhergehenden Risiken von Adversarial Examples und Spoofing-Angriffen. Adver-
sarial Examples, die für Menschen wie harmlose Audiosignale klingen, werden vom
automatischen Spracherkennungssystem als ein vom Angreifer gewählter, potentiell
bösartiger Sprachbefehl interpretiert. Spoofing-Angriffe, die die Stimme eines Opfers
imitieren, können Sprechererkennungssysteme, die zur Erkennung eines Benutzers
eingesetzt werden, täuschen und so Sicherheitsgarantien beeinträchtigen.

In dieser Arbeit wird die Robustheit der Sprach- und Sprechererkennung in drei
Teilen untersucht. Der erste Teil konzentriert sich darauf, die Robustheit von Sprecher-
erkennung zu erhöhen, indem sie durch Gesichtserkennung ergänzt wird. Wir zeigen,
dass eine gewichtete Erkennung auf der Basis von Umgebungsbedingungen, wie z. B.
Lärm und Beleuchtung, genauer ist, als sich auf eine einzelne Modalität oder ein
bimodales Erkennungssystem mit konstanter Gewichtung zu verlassen. Zusätzlich
schlagen wir eine Methode zur Erkennung von Spoofing-Angriffen gegen eine audio-
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visuelle Sprechererkennung vor; um die Authentizität zu beurteilen, überprüfen wir
gleichzeitig die Synchronität und Transkription der erfassten Streams.

Im zweiten Teil analysieren wir Adversarial Examples für hybride Spracherken-
nungssysteme, die psychoakustische Hörschwellen ausnutzen. Wir zeigen, dass es
möglich ist, unauffällige Adversarial Examples zu berechnen, indem psychoakustis-
che Prinzipien genutzt werden, um die hörbaren Signalveränderungen zu minimieren.
Der Angriff wird so erweitert, dass er auch durchführbar ist, wenn die Adversarial
Examples über Lautsprecher abgespielt werden. Hierfür berücksichtigen wir unter-
schiedliche Raumeigenschaften bei der Optimierung von Adversarial Examples. Die
resultierenden Adversarial Examples bleiben über verschiedene Räume und Aufnah-
mekonfigurationen hinweg robust. Neben der Demonstration dieses Angriffs haben
wir auch einen Mechanismus zur Erkennung von Adversarial Examples entwickelt.
Wir verwenden einen Ein-Klassen-Klassifikator, der auf Unsicherheitsmaße trainiert
wurde, um potenzielle Adversarial Examples als Ausreißer zu erkennen.

Im letzten Kapitel führen wir eine systematische Analyse der Empfindlichkeit be-
liebter Smart Speaker gegenüber versehentlichen Aktivierungen durch. Wir unter-
suchen die Häufigkeit von versehentlichen Aktivierungen, indem wir deren Anzahl bei
11 Smart Speakern messen. Schließlich schlagen wir einen Ansatz zur künstlichen
Herstellung von solchen Aktivierungen vor, der zum Benchmarking der Robustheit
von Smart Speakern verwendet werden kann.

Insgesamt zeigt diese Arbeit reale Bedrohungen gegen Sprach- und Sprechererken-
nungssysteme auf, die es zu berücksichtigen gilt. Darüber hinaus haben wir Metho-
den zur Quantifizierung dieser Schwächen von Sprachassistenten und Maßnahmen zur
Verbesserung der Robustheit von Sprach- und Sprechererkennung entwickelt.
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1 | Introduction

The popularity of hands-free audio interfaces like voice assistants has grown sub-
stantially in the last decade. They are integrated into our everyday lives, answer
questions, set timers, play music, but are also used to send personal messages, control
smart homes, and place orders online. To enable a frictionless user experience, these
speech-based interfaces constantly capture and analyze their surrounding environ-
ment. However, the integration of voice assistants into security- and privacy-sensitive
environments makes them potential targets for attacks that leverage the built-in Au-
tomatic Speech Recognition (ASR) system [1, 2, 3].

Smart speakers are on their way to become a pervasive technology but have several
security and privacy implications due to the way these devices operate; attacks over
radio or TV could affect a large number of devices. Unintended online shopping
orders have already happened because of commands uttered in TV commercials, where
Amazon Echos have reacted to an unintended purchase command [1]. In another
case, Burger King produced a TV commercial that intentionally activated Google
Home speakers [2]. The integration of voice assistants into smart homes can lead to
significant vulnerabilities. In a worst-case scenario, an attacker may take over systems
such as security cameras, alarm systems, or smart locks [3].

State-of-the-art ASR systems that map speech input into its text representation are
based on neural networks, which are vulnerable to adversarial examples: maliciously
changed inputs that force a machine learning model to make a wrong prediction [4].
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Acoustic adversarial examples sound like inconspicuous audio for human listeners
but are interpreted by the ASR system as an attacker-chosen speech command. An
attacker can often bypass any countermeasure or detection mechanism once they are
aware of the defense principles [5] and it is hard to design robust countermeasures
or detection mechanisms that follow Kerckhoffs’ principle [6], where an attacker is
assumed to have full knowledge about the applied security measures.

Voice profiles are used in many modern voice assistants to recognize users and
guard against misuse [7]. Additional voice training is used to recognize the user and
to build context around questions, e. g., the contact list of a person is used to better
understand uttered names [8]. In addition, these systems can deliver personalized
results that make use of private information.

Spoofing attacks that imitate a victim’s voice can fool speaker recognition systems
and compromise security and privacy guarantees. This may happen via replay attacks,
where an attacker plays a recording of the victim’s voice, or via Text-To-Speech (TTS)
or voice conversion, where the victim’s voice is synthesized or converted from an-
other speaker [9].

This thesis focuses on adversarially robust speech and speaker recognition in three
parts. The first part investigates the robustness of speaker recognition. We augment
speaker recognition with a facial recognition and show that a weighted recognition,
with weights that are chosen according to environmental conditions, like noise and
lighting, is more accurate than relying on a single modality or a multi-modal system
with static weights. The results are presented for an i-vector-based speaker recognition
system and face recognition based on Local Binary Pattern (LBP). We train a neural
network that takes uncertainty measures of both modalities as its input and returns
the optimal weight for the score-based recognition.

Adding a modality will not prevent all kinds of attacks. Therefore, in Chapter 2,
additionally an audio-visual spoofing detection is presented. For this purpose, we use
Coupled Hidden Markov Models (CHMMs) to simultaneously verify the synchronicity
and transcription of an audio-visual stream. Our results show that the system suc-
cessfully recognizes various attack scenarios: where the wrong text has been uttered,
one modality is missing, or the audio and the video streams do not match.

Chapter 3 focuses on adversarial examples for hybrid speech recognition systems.
We analyze an attack based on psychoacoustics, where the principles of dynamic
hearing thresholds are exploited to limit the adversarial perturbations to those parts
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1.1 Acoustic Signal Processing

of the audio sample, where the perturbations are inconspicuous. Our experimental
results show that it is possible to significantly decrease the perceptible noise. This is
confirmed in two user studies with human listeners.

To investigate the practical implications and the real-world impact of audio adver-
sarial examples, the attack is extended to situations where the audio signal is played
via a loudspeaker. We consider the room characteristics as a random variable utiliz-
ing room impulse responds (RIRs) during the optimization of adversarial examples.
RIRs describe the transmission of audio signals over the air. We show that no prior
knowledge about the attack environment is required. The resulting adversarial ex-
amples remain robust if played in various rooms and do not need to be tailored to a
specific environment.

In the remainder of Chapter 3, we propose a detection mechanism for audio adver-
sarial examples. Instead of the Deep Neural Network (DNN) acting as the acoustic
model of a hybrid ASR system, we substitute it via different neural networks capable
of uncertainty quantification. Additionally, a one-class classifier is trained on different
uncertainty measures to detect adversarial examples as outliers of a one-class classifier
trained on benign examples. This has the advantage that the detection is not tailored
to own attack.

In Chapter 4, we perform a systematic analysis of the sensitivity of popular smart
speakers to so-called accidental triggers. Accidental triggers are triggers of a smart
speaker that confuses the wake work with similar-sounding words or sentences. We
conduct a study on the prevalence of accidental triggers by measuring triggers for 11
different smart speakers and wake words for different audio content and languages.
Additionally, we introduce a method to craft accidental triggers with the help of a
Levenshtein distance metric. We demonstrate that this method enables us to system-
atically find new accidental triggers and argue that this method can benchmark the
robustness of smart speakers.

1.1 Acoustic Signal Processing
Acoustic signal processing is needed to, e. g., extract features that are used as input
for a machine learning model like ASR and speaker recognition.

In the following, two typical audio features are presented: Short-Time Fourier
Transform (STFT) as frequency representation of audio signals and Mel Frequency
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Cepstral Coefficients (MFCCs) that utilizes the non-linear frequency perception of
listeners. Additionally, we describe psychoacoustic hearing thresholds and the depen-
dencies between frequencies that lead to masking effects in the human perception.

1.1.1 Acoustic Features

Acoustic features, e. g., for speech signals, should preserve all relevant information
while removing redundant information and reducing the amount of irrelevant data
used as input for statistical models or neural networks. Audio features are generally
represented in the frequency domain, either directly, via an STFT, or with additional
processing steps taken to consider human frequency perception, e. g., in MFCCs.

Short-Time Fourier Transform. To calculate the STFT, the input waveform is
divided into frames (e. g., 20ms) with an overlap (e. g., 10ms) between two adjacent
frames, followed by a window function to avoid spectral leakage1. Window functions
(i. e., Hamming, Hann, Blackman window) normally are a trade-off between frequency
resolution and spectral leakage and their choice depend on the task and the signal
properties. The frames are transformed individually using a Discrete Fourier Trans-
form (DFT) to obtain a representation in the frequency domain

X(k) =
N∑
n=1

xω(n)e
−i2π kn

N , k = 1, . . . , K, (1.1)

where xω is the framed and windowed input signal, N the frame length in samples,
and K the DFT length. For the final feature χ, the logarithm of the magnitude
spectrum is calculated in the last step.

χ(k) = log(|X(k)|), (1.2)

Mel Frequency Cepstral Coefficients. STFT features serve as a starting point
to calculate MFCC features. For this purpose, a Mel filter bank is applied to the
STFT features. The Mel filter bank is an ensemble of triangular filters that imitates
the human non-linear frequency perception (cf. Section 1.1.2). To map frequency into
the Mel scale, the following relation can be used

fmel = 2595 · log10

(
1 +

f

700

)
, (1.3)

1Energies from one frequency leak into other frequency bins.
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where f if the frequency in Hz and fmel the Mel-scaled frequency.
To compute the MFCCs, a Discrete Cosine Transformation (DCT) is applied to

the logarithm of the Mel-filtered signal ∫

c(m) =
K−1∑
k=0

log[∫(k)] · cos
(
π ·m(k − 0.5)

K

)
, m = 1, . . . ,M, (1.4)

where M is the number of DCT coefficients. The features are normally augmented
by their first and second derivatives to represent temporal structure.

1.1.2 Psychoacoustics

Psychoacoustics yields an effective measure of (in-)audibility and describes how the
dependencies between frequencies and across time lead to masking effects in human
perception [10]. Probably the best-known example for applying these effects is MP3
compression [11], where the compression algorithm uses empirical hearing thresholds
to minimize bandwidth or storage requirements. Psychoacoustic masking can be un-
derstood as a combination of signal-independent and signal-dependent thresholds.

Signal-Independent Thresholds. Figure 1.1a shows the absolute hearing thresh-
olds, plotted over the entire perceptible frequency range. They describe the thresholds
of the human perception as a function of the frequency, namely the energy necessary
for a tone of a specific frequency to be perceptible to humans. Sounds with levels
below the curve are generally not perceptible for a human listener.

Signal-Dependent Thresholds. Signal-dependent thresholds are based on a human-
perception-based representation of the audio signal, the so-called critical bands. Crit-
ical bands describe humans’ non-linear frequency perception and are also utilized for
the non-linear frequency mapping of MFCCs. Critical bands have been found in a
wide range of experiments. Consistently, these reveal that lower frequencies have a
higher resolution than higher frequencies [12]. Within these bands, a second tone
can strongly interfere with the first tone’s perception. An example of such a signal-
dependent frequency masking is shown in Figure 1.1b; here, a tone at 1 kHz shifts
the absolute hearing thresholds (solid line) to a higher threshold in the neighboring
frequencies (dashed line).
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(a) Absolute Hearing Thresholds

(b) Frequency Masking

(c) Temporal Masking

Figure 1.1: Psychoacoustic thresholds describe the limitations of the human auditory
system. Figure 1.1a shows the average human hearing threshold in quiet.
Figure 1.1b shows an example of masking, illustrating how a loud tone at
1kHz shifts the hearing thresholds of nearby frequencies and Figure 1.1c
shows how the recovery time of the auditory system after processing a
loud signal leads to temporal masking.
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Another class of signal-dependent thresholds is temporal masking. Temporal mask-
ing can be explained by the fact that the auditory system needs a certain amount of
time, in the range of a few hundreds of milliseconds, to recover after processing a
higher-energy sound event to be able to perceive a new, less energetic sound. Inter-
estingly, this effect does not only occur at the end of a sound but also, although much
less distinct, at the beginning of a sound. This seeming causal contradiction can be
explained by the processing of the sound in the human auditory system. An example
of temporal masking is shown in Figure 1.1c.

The combination of all these masking effects builds the psychoacoustic hearing
thresholds of an audio signal. They describe the amount of energy that can be added
to the signal in each time-frequency bin without being noticeable as a change to the
original audio signal for a human listener.

1.2 Statistical Modeling
Audio features are often summarized by a statistical model, e. g., Gaussian Mixture
Models (GMMs). Even if state-of-the-art DNNs often replace these models, they
remain the foundation of many speech applications, including speaker and speech
recognition.

This section formally describes GMMs and their training via the Expectation Maxi-
mization (EM) algorithm. Additionally, it introduces Hidden Markov Models (HMMs),
a core component of state-of-the-art hybrid ASR systems, and the Viterbi algorithm
used to decode HMMs.

1.2.1 Gaussian Mixture Models

GMMs are probabilistic mixture models that can approximate generic distributions
as a linear combination of weighted Gaussian distributions. Their training is unsuper-
vised and do therefore require no information about the label of the underlying train-
ing data. A multivariate GMM with K mixture components for input data x ∈ RDx

is described via

p(x) =
K∑
i=1

φiN (x|µi,Σi), (1.5)
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with N (x|µi,Σi) defining a multivariate normal distribution with mean vector µi

and covariance matrix Σi of mixture component i

N (x|µi,Σi) =
1√

(2π)K |Σi|
exp

(
− 1

2
(x− µi)

TΣ−1
i (x− µi)

)
. (1.6)

The weights of the mixture components are constrained such that

K∑
i=1

φi = 1. (1.7)

Multivariate GMMs with a defined number of components K are trained via the
EM algorithm, which approximates the mixture model iteratively by applying two
steps per iteration; (i) the expectation step that calculates the expectation of the
mixture components given the input data x and the model parameters φi, µi , and
Σi for i = 1 . . . K and (ii) the maximization step which maximizes the calculated
expectation with respect to the model parameters. The two steps are repeated until
it converges or a maximum number of iterations is reached.

1.2.2 Hidden Markov Models

HMMs are used to estimate the probability of state sequences as a statistical process.
In contrast to Markov chains, the states of HMMs can not be observed directly.
Instead, only observations that depend on the states are available. Additionally,
following the first-order Markov property, HMMs assume succeeding states to depend
only on previous states. For hybrid ASR systems, in general, first-order Markov
models are used such that the current state only depends on one predecessor state.

HMMs can be described as a set of states Q = {qi}Ni=1 with N states. Additionally,
for each state, conditional observation likelihoods

bi(o(t)) = P(o(t)|qi), (1.8)

need to be modeled, where o are the observed features.
State transition probabilities that describe the probability of moving from state q(t) =

i to state q(t+ 1) = j in a discrete time step t→ t+ 1 are defined as

aij = P
(
q(t+ 1) = j|q(t) = i

)
. (1.9)

For the first state of a sequence, initial state probabilities Π = [π1, . . . , πN ] are
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q1 q2 q3 q4
a12 a23 a34

Π

a11

b1

a22

b2

a33

b3

a44

b4

a13 a24

π
1

π
2 π 3

π4

Figure 1.2: HMM with 4 states and its conditional observation likelihoods, transition
probabilities, and initial state probabilities

required, describing the probabilities to start in any state. An example of an HMM
with 4 states and its conditional observation likelihoods, transition probabilities, and
initial state probabilities is shown in Figure 1.2.

Viterbi Algorithm. A naive way to find the state sequence with the highest prob-
ability given an HMM and an observation sequence is to test all possible state se-
quences. This is clearly infeasible, as the number of possible state sequences grows
exponentially with an increasing length of the sequence T .

The Viterbi algorithm provides a far more efficient way to find the best state se-
quence of an HMM given an observation sequence. For this purpose, it utilizes dy-
namic programming techniques to conduct a graph search and to detect the path—or
state sequence, in case of an HMM—with the lowest cost.

The Viterbi algorithm maximizes the the probability δ(i, T ) w.r.t i along a path q(t)
for t = 1, . . . , T time steps. It is a four-step algorithm; the first two steps iterate
through the observations o(t) keeping track of the best predecessor states ψ(i, t) that
maximize the probability δ(i, T ). The last two steps return the state sequence with
the highest probability:
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1. Initialization:

δ(i, 1) = Πibi
(
o(1)

)
, ∀ i = 1 . . . N, (1.10)

ψ(i, 1) = 0, ∀ i = 1 . . . N. (1.11)

2. Recursion for all t = 2 . . . T − 1:

δ(j, t) = max
i=1...N

[
δ(i, t− 1)aij

]
bj
(
o(t)

)
, ∀ j = 1 . . . N, (1.12)

ψ(j, t) = argmax
i=1...N

δ(i, t− 1)aij, ∀ j = 1 . . . N. (1.13)

3. Termination:

P ∗ = max
i=1...N

δ(i, T ), (1.14)

q(T ) = argmax
i=1...N

δ(i, T ). (1.15)

4. Backtracking:

q(t) = ψ
(
q(t+ 1), t+ 1

)
, ∀ t = T − 1, . . . 1. (1.16)

The Viterbi algorithm can be extended with a beam search, where only the best
paths are stored during the recursion step to increase efficiency. This variation of the
algorithm does not guarantee to find the path with the highest probability but makes
the calculation feasible for large HMMs.

1.3 Deep Learning

DNNs have evolved to state-of-the-art models for many applications. Their ability to
learn and represent real-world data makes them a favorable choice for many tasks that
are hard to model with statistical approaches, such as image classification, Natural
Language Processing (NLP), and speech-based recognition systems.

The following section introduces neural networks, including their gradient-based
optimization and the calculation of adversarial examples, a major weakness of deep-
learning-based systems.
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1.3.1 Deep Neural Networks

Deep neural networks are biologically inspired machine learning models for represen-
tation learning. Depending on the task, neural networks can, for example, be utilized
for supervised learning, e. g., in classification and regression, or unsupervised learning
like clustering.

For this purpose, so-called neurons are arranged in layers that are stacked and con-
nected via weighted edges to form a neural network. The neural network’s architecture
and parameters θ = {w(k)

ij } describe a function

ŷ = Fθ(x), (1.17)

that maps input data x to an output ŷ.
For each layer k = 1, . . . , K, a set of weights and biases is defined. These are

optimized during the training phase. A weight w(k)
ij describes the connection strength

between neuron i of the predecessor layer and neuron j of the current layer k. The
biases w(k)

0j are offsets for each neuron j = 1, . . . , J of layer k.
This type of a neural network is called fully-connected neural network. An example

of such a network with three layers is shown in Figure 1.3. Neural networks with more
than three layers are referred to as DNN.

For the mapping from the input vector x to the output ŷ, activation functions h(k)(·)
are used to combine all outputs from the predecessor layer. The activation functions
are non-linear functions, which enables the neural network to learn complex relations.
The mapping for neuron j in layer k can therefore be described via

h(k)
(
w

(k)
0j +

N∑
i=1

w
(k)
ij · x̂i

)
, (1.18)

where x̂i describes the output of neuron i of the predecessor layer. For the training of
the neural network, activation functions need to be differentiable. Activation functions
are a critical parameter that significantly impacts a model’s accuracy and depends
on the network’s type and task. The Rectified linear (ReLU) activation function,
for example, is a simple and effective choice that overcomes problems like vanishing
gradients of the sigmoid activation function or the hyperbolic tangent activation func-
tion. The output layer of a neural network typically uses different functions, e. g., the
softmax function for classification tasks.
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Figure 1.3: Fully-connected neural network with three layers.

Depending on the problem, different and more complex variants of neural networks
are deployed, such as Convolutional Neural Networks (CNNs) for image data or Long
Short-Term Memory (LSTM) networks [13]. Attention networks [14] like transform-
ers [15] are useful, if a temporal representation or context should be learned, e. g., like
for ASR or translation tasks.

1.3.2 Optimization

Neural networks describe a non-linear and non-convex problem space. A formal de-
scription of the training of neural network is the minimization of the model’s empirical
risk R w.r.t to the model parameters θ

min
θ
R(Fθ, D), (1.19)
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where the labeled training data D = {(x(i),y(i)) ∼ D}Mi=1 with M training samples
and input data x(i) ∈ RDx and label y(i) ∈ RDy approximates the true distribution D
of the data [16]. In practice, the empirical risk is described via

R(Fθ, D) =
1

M

M∑
i=1

L(ŷ(i),y(i)), (1.20)

where L(ŷ(i),y(i)) describes the objective function to measure the difference between
the output of the neural network ŷ and the actual label y.

To minimize the empirical risk, in general, gradient-based methods like backpropa-
gation are typically used. Backpropagation is an optimization algorithm for compu-
tational graphs like those of neural networks that are too complex to be optimized
analytically. For this purpose, the gradients ∇θ of parameters θ are calculated using
the objective function L(ŷ(i),y(i))

∇θ =
∂L(ŷ(i),y(i))

∂θ
. (1.21)

The objective function therefore needs to be differentiable. Depending on the tasks
different objective functions are used, e. g., mean square error for regression problems
or the cross-entropy for classification tasks. The parameters are updated iteratively

θ ← θ − α · ∇θ, (1.22)

with a learning rate α.
With stochastic gradient descent, the gradient can be approximated via the average

of a batch of training samples to accelerate the training process. Hence, stochas-
tic gradient descent is not as precise as gradient descent but much faster than the
classical version.

Additionally, backpropagation based on gradient descent is guaranteed to find a
minimum, but not necessarily the global minimum. Variations like the Adam op-
timizer further improve the parameter optimization [17] by using different learning
rates for each parameter and additionally adapting these learning rates, utilizing the
second moment of the objective function.

1.3.3 Adversarial Examples

Adversarial examples are an attack against machine learning models where an input
sample is changed in such a way that the model is forced to make a wrong prediction.
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In general, adversarial examples can be calculated for any machine learning system [18,
19, 20], but they are particularly successful for neural networks [21, 22].

The efficiency of adversarial examples in neural networks is due to the high number
of parameters, which leads to a very complex function F(x). Additionally, the training
data set is only an approximation of the distribution of real data and neural networks
do therefore not capable to model real world data exactly.

The insufficient generalization of F(x) can lead to blind spots, which are usually
not obvious to humans. Adversarial examples exploit this weakness by using a ma-
nipulated input x′ that closely resembles the original input x, but leads to a different
mapping:

x′ = x+ δ, such that F(x) 6= F(x′). (1.23)

The added distortions δ can also be restricted, whereby the restriction depends on the
data. In Chapter 3, we show an approach where psychoacoustic hearing thresholds
are used to minimize the perceptible distortions of audio adversarial examples.

White-Box vs. Black-Box Attack. In a white-box attack, the attacker knows
the model structure and all model parameters. This information can be used to
specifically design perturbations that are added to the original input. A black-box
attack does not have information about the system it attacks. Therefore, these kinds
of attacks are more challenging but not impossible. It has been shown that gra-
dient masking—obfuscating the gradient to avoid optimization-based attacks—is no
effective countermeasure against adversarial examples [23].

Untargeted Attacks. Untargeted attacks, also called evasion attacks, aim to force
the system to output a wrong prediction. For this purpose, the attacker tries to
maximize the loss between the model output and the true label

x′ = argmax
δ
L
(
F(x+ δ),y

)
. (1.24)

Targeted Attack. In the more challenging version of targeted attacks, the malicious
input x′ should be predicted as an attacker chosen target label y′

x′ = argmin
δ
L
(
F(x+ δ),y′

)
. (1.25)

Both versions, the untargeted and the targeted attack, can be calculated via gradi-
ent descent. Note that in case of an untargeted attack it is actually gradient ascent,
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because the objective function is maximized. However, it is still common to refer to
it as gradient descent. Similar to the optimization-based training presented in Sec-
tion 1.3.2, the input is updated with a learning rate but instead of updating the model
parameters, the gradient ∇x is used to modify the input signal.

In practice, different approaches for the calculation of adversarial examples have
been shown to be successful. For example, with the Fast Gradient Sign Method
(FGSM), the gradient is not used directly but preprocessed via sgn(∇x) such that
only the sign of the gradients are relevant. In combination with a large learning
rate and if the distortions are restricted to ||δ||∞ < ε, one step is often enough to
successfully craft adversarial examples.

An iterative version of crafting adversarial examples is Projected Gradient De-
scent (PGD). In contrast to FGSM, a smaller learning rate is used, and the opti-
mization runs iteratively. This approach requires more computation time, but the
added perturbations are therefore less distinct.

1.4 Speech Applications
Various systems utilize speech as input for different kinds of tasks. Speaker recognition
is used for biometric authentication, and ASR is built into hands-free interfaces like
smart speakers to answer questions or to control smart homes.

In the following, we present a broad overview of speaker recognition and ASR. This
includes a description of standard terms used in the context of speaker recognition
and the calculation of i-vector-based speaker recognition and its underlying principles.
Also, existing approaches for end-to-end ASR are outlined, and the details of hybrid
speech recognition systems based on DNNs, are described.

1.4.1 Speaker Recognition

Speaker recognition is a method for a voice-based biometric identification and verifi-
cation method. For this purpose, a voice profile representing a person’s voice char-
acteristics is extracted from an utterance. The voice profile reflects biological prop-
erties (e. g., the length of the vocal tract) and learned pronunciation (e. g., language-
dependent characteristics) that are unique for that person and can be used to verify
or identify a person, either text-dependently or text-independently.
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Identification. In general, identification is a 1-to-N matching, where the identity
of a person is matched with a set of possible identities, e. g., all persons enrolled
in a database. In this manner, the question “Who is this person?” is answered.
Identification is, for example, applied in use-cases such as personalization, where an
application is adapted to the preferred settings of the user or if personal information
of the current speaker is considered for a request.

Verification. In contrast to identification, verification matches 1-to-1. The system
already has information about a person’s potential identity and verifies whether the
person under consideration is the person they claim to be. In this way, the question
“Is this person who they say they are?” is answered. Verification is generally used in
use cases such as authentication and maps a voice sample with a voice profile stored
during the speaker’s enrollment.

Text-dependent. Text-dependent recognition requires the speaker to utter a spe-
cific password or passphrase. It has the advantage that it needs less training data and
is easier to train.

Text-independent. Text-independent speaker recognition works for any spoken
content of a speaker and is not restricted to, e. g., a password or passphrase. The
recognition is, therefore, more flexible, but the model requires more training data. In
this work, we focus on text-independent speaker recognition.

Universal Background Model

State-of-the-art speaker recognition is based on Universal Background Models (UBMs).
A UBM represents a speaker-independent model, which is trained by fitting a GMM on
the training set’s feature representation, e. g., MFCCs. For this purpose, the training
data should contain utterances representing the deployment domain of the recognizer
in as many respects as possible, e. g., importantly the language [24].

In a second step, the UBM is used in a Joint Factor Analysis (JFA). This key com-
ponent models inter-speaker variability and removes other components, e. g., channel
variability [25]. For this purpose, a speaker’s utterance is represented as a supervec-
tor M defined as

M = m+ V y +Ux+Dz, (1.26)
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where m is a speaker- and session-independent supervector, retrieved from the UBM.
The matrices V and D describe the speaker subspace, namely the eigenvoice matrix
and the diagonal residual matrix. The eigenchannel matrix U defines the session
subspace and is, therefore, speaker-independent. The vectors y, x, and z are factors
for the respective matrices and assumed to be a random variable that can be described
with a normal distribution N (0, I).

I-Vectors

A robust representation for text-independent speaker recognition are i-vectors. De-
hak et al. [25] has first presented the principles of i-vectors, and, in contrast to the
classical JFA, i-vectors describe speaker- and channel-dependent components in a
single space. This space is referred to as the total variability space T

M = m+ Tw, (1.27)

where w is defined as the i-vector that is used as input for speaker recognition. These
are extracted via Baum-Welch statistics and from the UBM [25].

In recent years, neural-network-based versions of i-vectors have also been pro-
posed [26]. These so-called x-vectors replace the JFA with a DNN and directly map
the feature representation of an utterance into a voice profile.

1.4.2 Automatic Speech Recognition

ASR transcribes spoken content into its text representation, and with the rise of neural
networks, it has become widely used for hands-free interfaces.

In general, state-of-the-art ASR systems can be divided into two types: End-to-end
systems and hybrid systems. While end-to-end systems have the advantage that they
are easier to construct, hybrid systems do still achieve better performance, especially
in noisy environments [27].

End-to-End ASR Systems

End-to-end ASR systems directly map raw audio into its text representation and are
less complex than hybrid systems [28] but need longer to converge during their train-
ing.
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CTC-based end-to-end systems rely on the Connectionist Temporal Classification
(CTC) loss for a sequence-to-sequence classification. In contrast to classical one-
to-one mappings, it can be applied for mappings where the input and the output
sequences are not aligned [29]. The CTC loss assumes the outputs of a sequence to
be independent of each other. Consequently, the output of one time step does not
affect the output of other times steps. ASR systems using CTC loss are therefore not
capable of modeling language directly. To solve that problem, an external language
model, e. g., n-grams, is used. For the practical implementation, a language model
score is added to the calculation of CTC-based ASR models [30].

In contrast to CTC-based systems, Recurrent Neural Network (RNN)-transducer
systems [31] also include a prediction network that acts as a language model. Addi-
tionally, these systems have an acoustic model (encoder network) and a joint network
to combine both components. The three models are generally trained jointly.

Attention-based End-to-End Systems utilize attention mechanisms [14] to map the
audio input into a transcription. The attention mechanism is borrowed from lan-
guage translation tasks and has the advantage that it can emphasize the segments
of a sequence that are more important for the recognition. Recent versions also use
transformer networks, which are easier to train, since they do not require the recurrent
structure of classical attention networks [32].

Hybrid ASR Systems

In contrast to end-to-end systems, HMM-based hybrid ASR systems use acoustic
and language models that are optimized separately. Hybrid ASR systems show more
robust performances in noisy environments [33, 34, 35] and require less data but are
harder to construct. The formerly state-of-the-art GMM-based acoustic model has
been replaced by a DNN, resulting in so-called DNN-HMM ASR systems.

Figure 1.4 shows a high-level overview of a DNN-HMM system. The DNN-HMM-
based ASR system can be divided into three parts: the feature extraction, which
transforms the raw input data into representative features, a DNN-based acoustic
model of the system, and the decoding step, which returns the recognized transcrip-
tion.
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1. Feature

Extraction
2. DNN 3. Decoder

raw audio features
pseudo-
posteriors

transcription

I SOLEMNLY SWEAR

THAT I AM UP TO

NO GOOD

Figure 1.4: Overview of a state-of-the-art ASR system with the three main compo-
nents: (1) feature extraction from the raw audio data, (2) calculating
pseudo-posteriors with a DNN, and (3) the decoding stage, which returns
the transcription.

Feature Extraction. The feature extraction transforms the raw input data into
features that should ideally preserve all relevant information (e. g., phonetic class
information, formant structure) while discarding the unnecessary remainder (e. g.,
properties of the room impulse response, residual noise, or voice properties like pitch
information). Common acoustic feature representations are STFT or MFCC (cf.
Section 1.1.1).

Acoustic Model DNN. Hybrid systems use an HMM representation in the de-
coding stage and utilize the DNN to estimate all HMM state probabilities (modeling
context-dependent phonetic units) given the acoustic input signal. The extracted fea-
tures are used as the input for the acoustic model DNN. Based on these, the DNN
calculates a matrix of so-called pseudo-posteriors, which describe the probabilities for
each of the language’s phones being present in each frame of the feature representa-
tion. The pseudo-posteriors, which are used during the decoding step to find the most
likely word sequence.

Decoding. The decoder of an ASR system utilizes some form of graph search to
find the most probable word sequence given the posterior probabilities and the tran-
sition structure, e. g., represented in an HMM or Weighted Finite-State Transducers.
This graph search can be perform in a static decoding graph e. g., constructed as a
composition of individual transducers (i. e., graphs with input/output symbol map-
pings attached to the edges). These individual transducers describe, for example,
the grammar, the lexicon, context-dependent phonetic units, and the transition and
output probability functions of these phonetic units. The transducers and the pseudo-
posteriors (i. e., the output of the DNN) are then used to find an optimal path through
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the HMM via Viterbi decoding or any other dynamic programming approach that is
suited to the typically very large problem sizes.
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2 | Audio-Visual Speaker
Identification

Speaker recognition systems are used to build voice profiles to recognize a user based
on their voice. It is used for voice assistants to build context around questions and
also for telephone and mobile banking to access bank accounts [36]. Here it is used
to replace passwords via a speech-based biometric authentication. For this purpose,
the customer’s voice profile that needs to be enrolled is compared with an incoming
authentication request.

The performance of biometric systems using only one modality is poor in many
real-world situations. In case of speaker and face recognition, both modalities, audio
and images, can be affected by different kinds of noise: During the visual recogni-
tion process, bad lighting conditions, blurring, and rotations of the head can decrease
the probability of a successful recognition. In contrast, an acoustic speaker recogni-
tion system is not influenced by these specific problems. However, the latter can be
compromised by background noise.

Additionally, audio-only speaker recognition, like other biometric methods, is vul-
nerable to spoofing attacks, where the attacker claims the identity of another per-
son [37]. Spoofing attacks aim to fake input data, and in the case of speaker recogni-
tion, different types exist [9]. In a replay attack, a recording of the victim’s voice is
used. This can also be specific utterances for text-specific speaker recognition, created
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by concatenating samples of the target speaker. Speech synthesis, or TTS, creates
artificial samples, and in the case of voice conversion, the utterance of another speaker
is converted into a target speaker’s voice.

Multimodal recognition systems, like audio-visual speaker recognition, can be used
to overcome these limitations by extending acoustic speaker recognition with a visual
biometric method, e. g., face recognition. It would be advantageous to combine these
two systems to compensate each other’s weaknesses such that they can truly benefit
from each other.

In the following chapter, we show thatw eighting multiple recognition results based
on environmental conditions, such as noise and lighting, is more accurate than relying
on a single modality or a multi-modal system with static weights. The results are
presented for an i-vector-based speaker recognition system and face recognition based
on LBP. We train a neural model that takes uncertainty measures of both modalities
as its input and returns the optimal weight for the score-based combined recognition.

Additionally an audio-visual spoofing detection is presented, where we utilize CHMMs
to simultaneously verify the synchronicity and transcription of an audio-visual stream.
The results show that the system successfully recognizes different attack scenarios,
where either the wrong text has been uttered, one modality is missing completely, or
the audio and the video streams do not match.

2.1 Robust Audio-Visual Speaker Identification
In general, the fusion of multiple classifiers can be characterized by the stage where the
fusion is applied. An early fusion is applied at feature level. Alternatively, the fusion
can be conducted at the decision level, where the features are calculated separately
and combined for the final decision. A late fusion, which we use here, is on the score
level. For this purpose, for each modality, a score is calculated and a final decision is
obtained by considering the combined scores. Atrey et al. [38] described an overview
of fusion strategies for combining multiple modalities. In our work we will consider
the basic product rule. The rule has been considered by other works [39], and it will
serve as our baseline.

Previous works on audio-visual speech recognition [40, 41] have shown that noise-
adaptive stream weights can significantly improve the performance of multimodal
speech recognition. The idea is to create a side-channel for each modality, which
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outputs a measure of confidence. This helps to decide how much each modality should
contribute to the overall decision.

In contrast to Abdelaziz et al. [40], we use the stream weight estimation for an
identification task. Thus, we propose a new approach using a discriminative cost
function to calculate target stream weights, which increase the score of the genuine
speaker relative to the most competitive speaker. This approach will be described in
Section 2.1.2 in more detail.

Similar to the Minimum Classification Error (MCE), used for ASR [42], our ap-
proach tries to minimize the classification error. While the MCE criterion in the
context of ASR is used to reduce the number of classification errors of sequences,
specifically of word sequences, our cost function maximizes the score of the genuine
speaker relative to the next best candidate, which leads to a more robust speaker recog-
nition.

Further, we introduce confidence measures, which can be used together with the
target stream weights in order to learn a mapping function for an optimal weight
estimation. We use a commonly used GMM-based speaker recognition model [43, 44].
More specifically, the i-vector approach it utilized, which is designed to decouple
channel-related and speaker-based signal variabilities using JFA and offers greater
speaker identification robustness [25].

For a state-of-the-art face recognition, we chose LBP, due to its ability to distinguish
faces effectively [45]. Additionally, LBP can be implemented with low computational
cost and shows high accuracy for changing lighting conditions [46].

2.1.1 Speaker and Face Recognition

In order to train and test the combination of the acoustic and visual recognition on
the score level, the scores for both modalities need to be calculated separately.

Face Recognition

For face recognition, we chose LBP, which is essentially based on comparing the
value of a pixel with the values of the surrounding pixels. These adjacent pixels
are translated into a binary pattern. If the pixel value is smaller, the corresponding
position in the binary pattern is set to 0; if the value is larger, the position is set
to 1. The resulting binary pattern can be interpreted as an integer value, which is
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saved for each pixel and is used for the classification. To optimize the recognition, a
radius can be defined, describing which neighbors should be considered for each pixel.
Additionally, to decrease the dimension, the image is divided into cells and, for each
cell, one element for the feature vector xV is computed.

Furthermore, depth images are considered as well. This can later act as a counter-
measure against spoofing attacks, using a captured image of the victim. Additionally,
and importantly for our application, the depth image is illumination-independent,
which leads to a more robust recognition. Therefore, both feature vectors computed
with LBP are concatenated.

After a training phase, the resulting feature vector of a new image can be used
for comparison with all enrolled speakers. At this point, the Euclidean distance is
computed between the test image and the mean training image of all speakers Ck
with k = 1, ..., NS to obtain a confusion matrix, where NS is the number of enrolled
speakers.

In addition, for the later audio-visual fusion, a Rayleigh probability density function
is fitted onto the distances of the true positives to obtain class posterior probabili-
ties P(Ck|xV ).

Speaker Recognition

The i-vector recognition method is more complex than the LBP and involves several
steps. We used an implementation for MATLAB by Microsoft Research [47]. In the
following, we give a brief outline of this approach:

1. In the training phase, MFCCs are extracted from audio files, which contain
sentences of the enrolled speakers. This data is used to fit a Gaussian-Mixture-
Model-based Universal Background Model (GMM-UBM).

2. The i-vectors for the training and test vectors are computed as described in
Section 1.4.1.

3. The trained i-vectors of all classes are processed using a Linear Discriminant
Analysis (LDA) with Fisher’s criterion for further dimensionality reduction and
to improve the classification in the scoring function.

4. A Gaussian Probabilistic Linear Discriminant Analysis (PLDA) is applied to
the previously computed training i-vectors. This corresponds to learning a fac-
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tor analysis model of the i-vectors, which will be used in the actual speaker
identification stage.

5. For the actual identification, a log-likelihood ratio is computed, acting as feature
vector xA, and used for a pairwise scoring of the test i-vectors against all en-
rolled i-vectors. This is done for every possible combination so that a confusion
matrix is obtained as the result considering all speakers Ck.

In addition to this confusion matrix, posterior probabilities are needed for the later
fusion stages. Thus, an appropriate distribution needs to be fitted onto the likelihood
ratios of the true positives to obtain P(Ck|xA). Here, Gaussian distributions provided
a good fit, and were thus learned on the training data.

2.1.2 Classifier Combination

Once the modality-dependent feature vectors xA and xV have been extracted, both
identification systems can compute their respective scores. However, an unweighted
combination of the previously introduced scores P(Ck|xA) and P(Ck|xV ) is not ideal,
because under certain conditions, one of the two systems might be presented with
reliable data, whereas the other might only have distorted features available, e. g.,
due to acoustic noise or low-quality video data.

Therefore, in this work, we suggest using confidence information, which informs a
fusion stage about the reliability of each of the two sub-systems. Thus, the confidence
information is utilized to reach a more environmentally robust classification based
on noise-dependent weighting of the two subsystems. This approach is explained in
further detail in the following.

Baseline

As mentioned above, the intention is to compute the probabilities of seeing any of the
possible classes, respectively speakers Ck, given the two feature vectors xi from the
two modalities i ∈ {V,A}, where k = 1 . . . NS. Since the probability density P(xi) is
unknown, but the likelihood P(xi|Cj) has been learned, we can marginalize over all
classes in the denominator:

P(Ck|xi) =
P(xi|Ck)P(Ck)

P(xi)
=

P(xi|Ck)P(Ck)∑NS

j=1 P(xi|Cj)P(Cj)
. (2.1)

25



2 Audio-Visual Speaker Identification

For each unimodal classifier, the class CK̂ is assigned to the input feature vector xi if

K̂ = argmax
k=1...NS

P(Ck|xi). (2.2)

Applying the same decision rule to the audio-visual fusion task leads to

K̂ = argmax
k=1...NS

P(Ck|xV ,xA). (2.3)

Since the probability P(Ck|xV ,xA) in Equation (2.3) is not known, Bayes’ theorem
and marginalization are applied to rewrite the conditional joint probability, leading to

P(Ck|xV ,xA) =
P(xV ,xA|Ck)P(Ck)∑NS

j=1 P(xV ,xA|Cj)P(Cj)
. (2.4)

Assuming that the feature vectors xV ,xA are statistically independent given the
class Ck, the joint distribution can be factorized into

P(xV ,xA|Ck) = P(xV |Ck)P(xA|Ck). (2.5)

Substituting from Equation (2.5) into Equation (2.4) and cancelling the priors by
considering all speakers as equally likely, the decision rule can be rewritten as

K̂ = arg max
k=1...NS

P(Ck|xV )P(Ck|xA). (2.6)

Weighting of Classifiers

A stream weight λ is defined and incorporated in the following decision rule:

K̂ = arg max
k=1...NS

P(Ck|xV )(1−λ)P(Ck|xA)λ, (2.7)

such that 0 ≤ λ ≤ 1. If λ = 0.5, the decision rule is equivalent to that of unweighted
classification. This type of stream weighting has previously led to great accuracy
improvements for audio-visual speech recognition, e. g., in [40].

To achieve optimal stream weights for audio-visual identification, we will propose a
cost function in the following. This cost function can provide optimal stream weights
based on the true speaker’s identity. Hence, the resulting stream weights can be used
as training targets for learning a mapping function f , which uses confidence measures
as its input and outputs estimated stream weights.
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Thus, we also need appropriate confidence measures. For this purpose, we have con-
sidered a range of metrics. Among those, the dispersion D and different estimators
of the distortion or noise level of the video and audio files have shown to provide reli-
able confidence measures. The dispersion is computed over the posterior probabilities
obtained for one test file:

Di =
2

K(K − 1)

K−1∑
l=1

K∑
m=l+1

log
P(C∗

1 |xi)
P(C∗

m|xi)
, (2.8)

where the K classes C∗
1 , . . . , C

∗
K with the largest probabilities are used, sorted in

descending order of likelihood. The value of K can be lower than or equal to the
number of enrolled speakers.

The noise level of the audio signals, denoted by κA, is estimated by a minimum
mean-square error log-spectral amplitude estimator [48], for which we have used the
MATLAB implementation provided by [49].

To estimate the image distortion (denoted by κV ) three different values are con-
sidered, i. e., for each image, the lighting condition, the degree of blurring, and the
rotation are estimated and used as confidence measures in a vector

κV = [κV,L, κV,B, κV,R]. (2.9)

As the feature κV,L for the lighting conditions (providing information of whether
an image is overexposed or underexposed), the mean pixel value over all pixels is
calculated. A potential blurring, e. g., due to the speaker’s movements during image
capture, is estimated by applying a Laplacian filter kernel for edge detection. To
obtain one feature value κV,B, we calculate

κV,B = σ2(IL), (2.10)

where σ represents the variance and IL is the image after edge detection.
The last confidence measure κV,R, representing a potential rotation of the speaker’s

head, is obtained by horizontally mirroring the image and calculating the cross-
correlation between the original and the mirrored image. Moreover, to obtain blurring
and rotation measures independently of lighting conditions, κV,B and κV,R are com-
puted from the depth image.

Furthermore, we suggest using a function f , which maps all confidence measures to
an optimal weight in the sense of our decision rule in Equation (2.7):

λ̂ = f(DA,DV , κA,κV ). (2.11)
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Before the mapping function f can be used as given in Equation (2.11), it has to be
learned. For this purpose, we are utilizing supervised machine learning approaches.

To obtain a large number of training targets for learning the mapping function f ,
both speaker identification systems—audio and video—first need to be trained and
in the second step, predictions with various data sets have to be calculated. The
development set contains NDS files under each of the different acoustic and visual
conditions. In our case, NC = 10 conditions are utilized for each single-modality
recognition system. For these data sets, the corresponding dispersion and noise levels
are computed. After that, N = NDS ·N2

C input cases for the function f can be formed.
In order to learn the mapping function f with these N tuples, we will need training
targets, i. e., optimal stream weights for the entire range of the development set.

Optimal Stream Weights. In the following, we suggest an approach to find the
optimal stream weights λψ for all cases in the development set. The approach leads
to ideally discriminative stream weights insofar as it maximizes the ratio of the like-
lihoods of the true speaker Ctrue and the most likely competing speaker Cconf.

For this, we assume Ctrue is the true class of the input feature vector xi, while Cconf

is the class that is most likely to be confused with the true identity, i. e.,

Cconf = argmax
∀Ck\Ctrue

P(Ck|x). (2.12)

Therefore, to find the optimal value of λψ, we suggest to maximize the following
discriminative cost function for every file in the development set:

λψ = argmax
λ

[
P(Ctrue|xV ,xA)
P(Cconf|xV ,xA)

]
P(λ)

= argmax
λ

[ logP(Ctrue|xV ,xA)− logP(Cconf|xV ,xA) ]P(λ),
(2.13)

such that 0 ≤ λ ≤ 1, where the joint distribution probabilities are defined according
to (2.7):

P(Ck|xV ,xA) = P(Ck|xV )(1−λ)P(Ck|xA)λ. (2.14)

In this way, the distance between the posterior probability of the true and the second
class is maximized. If one of the two recognition systems makes a wrong predic-
tion, P(Cconf|x) will be higher than P(Ctrue|x). This effect can typically be mitigated
through the choice of better weighting, and an optimal λ is obtained through maxi-
mizing Equation (2.13).
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As in [40], we assume that the optimal λ should follow a prior distribution P(λ) ∼
N (µ, σ). In our work, µ is obtained during a search, testing different values for µ
between 0 and 1 with a step size of 0.01 and using that value which leads to the highest
recognition rate. To refine the result, the variance σ2 is increased iteratively until all
λψ become 0 or 1, or a maximum number of iteration steps is reached. Considering
all possible λψ of all iterations steps, the λψ that lead to the best recognition rate are
used as oracle weights.

Since the true class identity is used for this computation, these stream weights λψ are
referred to as oracle weights. They can thus only serve as training targets for learning
f in Equation (2.11), but are not applicable in practice for speaker identification.

Models for estimating λ. Based on the above considerations, a method for gen-
erating training targets λψ for the function f is available, but an appropriate model
for the function still needs to be chosen. Since the weights λ can be in the range of
[0, 1], finding optimum weights becomes a regression problem rather than a classifica-
tion problem. Experiments have been carried out with feed-forward neural networks,
either shallow, or DNNs, for the mapping function.

2.1.3 Experimental Results

For the experiments, a data set was employed, which we had recorded with a Kinect
sensor from Microsoft. We therefore considered the following data, provided by the
Kinect sensor: the four-channel microphone array, the Full HD video, and the cap-
tured depth images. The data set contains 30 speakers (15 female and 15 male), with
recorded utterances of English digits from 0 to 9. For this work, 4 digits were concate-
nated randomly for one training or test unit, in order to obtain a longer utterance.

During our experiments, we used all NS = 30 speakers in each phase. This includes
the enrollment during the training, the development set to learn the mapping function,
and the test set to verify the obtained mapping function. Such a so-called closed-set
identification does not consider non-enrolled speakers, like impostors. However, in
this work we focus only on the optimal combination of different modalities for speaker
identification among enrolled speakers and do not consider impostors.

In order to train the speaker and face recognition as described in Section 2.1.1, a
total number of NF = 30 utterances per speaker of the introduced data set were used.
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The images were used as gray scale images and processed with the LBP as described
in Section 2.1.1. For this, one image of each utterance was chosen for the recognition.
The best results for the face recognition could be achieved with a radius of 2 pixels
for the video image and a radius of 3 pixels for the depth image. We observed that
it is possible to implement a robust face recognition solely using the depth images.
Thus, the depth image seems to be a valuable contribution, regarding the robustness
and security of face recognition. For our experiments, we used both, the video and
the depth images.

For the speaker recognition, the best results were achieved with 24 MFCCs, aug-
mented with their first- and second-order derivatives. The speaker recognition with
i-vectors was applied to one channel of the recorded microphone array. To this end,
we chose 128 mixture components for the GMM-UBM.

After the training phase, numerous data sets need to be created in order to learn
the mapping function. For this purpose, NF = 20 new utterances per speaker were
considered for the development set, which had not been used to train the sub-systems.
In order to simulate adverse environmental conditions, we added varying amounts of
noise to the audio test files and introduced distortions to the video data. For acoustic
speaker recognition, white Gaussian noise was added to the utterances. In total, 9
different noisy audio test cases with Signal-to-Noise Ratios (SNRs) between 4 dB and
20 dB were created and the original utterances were also included in the test cases.

For the images, different kinds of distortions were considered, i. e., different lighting,
blurring, and rotations. To the depth images, which are independent of the lighting,
only the blurring and rotations were applied. For the lighting distortions, we manip-
ulated the pixel values, in order to simulate different conditions. To blur the images,
we convolved the image with a filter kernel, which describes the direction and amount
of motion for each test case. For this, the kernel is chosen such that the smoothing
values are either concentrated in the focus of the kernel (less blurring) or are more dis-
tributed in the defined direction (more blurring). In Figure 2.1 all NF = 10 conditions
are shown with the original image located on the bottom right.

Overall, N2
F = 100 different combinations of acoustic and visual conditions were

formed to create the development set. Each condition contains NS · NF = 30 · 20
recordings. For those combinations, the oracle weights and the confidence measure
values were computed according to Section 2.1.2.
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Figure 2.1: For the face recognition, different kinds of distortion were considered, i. e.,
adverse lighting conditions, blurring, and rotations.

Weight Estimation

After the calculation, the values of the oracle weights and the confidence measures
from the complete development set are used to train a mapping function. For this
purpose, we used feed-forward neural networks with different numbers of hidden lay-
ers. Additionally, we tested different combinations of confidence measures. For the
dispersion calculated by Equation 2.8 we chose K = 7.

To assess the performance, the recognition rate R is calculated by

R =
Nrec

NS ·NF

, (2.15)

where Nrec denotes the number of correctly classified files. In order to verify the
mapping function computed by the Neural Network (NN), a test set, considering
NF = 20 new utterances per speaker, was used.

In Table 2.1, an overview is presented of the different numbers of hidden layers (with
10 neurons per hidden layer) combined with different sets of confidence measures as
inputs for the mapping function. Here, the first value in each cell is calculated with
the development set (dev) and the second value with the test set. For this, we always
used the output λ̂ of the mapping function, trained using the confidence measures as
denoted in the first column.
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2 Audio-Visual Speaker Identification

Table 2.1: Recognition rates for different settings. Best values are shown in bold.

Number of Hidden Layers: 1 2 3 4

f(DA,DV , κA, κV )
dev 0.939 0.940 0.941 0.941
test 0.932 0.932 0.932 0.932

f(κA, κV )
dev 0.936 0.940 0.940 0.940
test 0.927 0.930 0.929 0.931

f(DA,DV )
dev 0.928 0.928 0.928 0.928
test 0.914 0.914 0.914 0.914

By comparing the results of the development set and the test set, one can see
that the mapping function remains robust for unseen data. Further, using only the
dispersion values or the estimated noise/distortion levels leads to almost equally high
recognition rates as using all confidence measures. Moreover, changing the number
of layers does not substantially affect the recognition rate. However, using 3 hidden
layers and all confidence measures led to the highest accuracy for combinations using
clean audio and video data and was therefore chosen for the following experiments.

In Table 2.2 the results for this setting (bold values in Table 2.1) are shown in detail.
Here, all N2

F = 10 · 10 possible combinations of the test conditions are presented. In
the gray cells, the recognition rate of the single-modality systems are displayed. In
the remaining cells, the combined recognition is shown. Here, the top value represents
the recognition rate obtained with the baseline approach (λ = 0.5). The second value
is the recognition rate achieved with the weights λ̂, estimated by the DNN.

As one can see, in the results for the baseline system with λ = 0.5, the audio recog-
nition shows high recognition rates for test cases with high SNR and low recognition
rates for test cases with low SNR. On the other hand, the combined recognition rate
barely seems influenced by the face recognition.

When the noise level increases, one would expect a classifier to yield to a flat
posterior probability distribution, as it will not be able to reliably differentiate between
the classes. Yet, classifiers applied outside of their training domain, i. e., trained on
clean data and applied on noisy data, have a tendency to yield peaked distributions,
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2.1 Robust Audio-Visual Speaker Identification

Table 2.2: Recognition rates achieved on the test set for every combination of audio
noise and video distortions. The rows present the different image distor-
tions (ID1 – ID9) and the original image (OI). The different audio test
cases are presented in the columns. The bold values show the recognition
rates for the single-modality systems.

4 dB 6 dB 8 dB 10 dB 12 dB 14 dB 16 dB 18 dB 20 dB clean

λ 0.30 0.40 0.50 0.60 0.71 0.78 0.89 0.94 0.98 1.00

ID1
0.5

0.39
0.35 0.45 0.55 0.66 0.73 0.81 0.91 0.95 0.98 1.00

λ̂ 0.57 0.68 0.74 0.79 0.83 0.88 0.92 0.96 0.98 1.00

ID2
0.5

0.45
0.35 0.43 0.54 0.64 0.74 0.83 0.92 0.96 0.98 1.00

λ̂ 0.66 0.71 0.77 0.82 0.89 0.93 0.96 0.98 0.99 0.99

ID3
0.5

0.56
0.36 0.44 0.54 0.66 0.75 0.84 0.92 0.96 0.98 1.00

λ̂ 0.74 0.78 0.84 0.89 0.93 0.98 0.99 0.99 0.99 0.99

ID4
0.5

0.64
0.35 0.45 0.54 0.65 0.75 0.84 0.92 0.96 0.98 1.00

λ̂ 0.79 0.83 0.87 0.91 0.94 0.96 0.98 0.98 0.99 0.99

ID5
0.5

0.68
0.36 0.45 0.55 0.66 0.74 0.82 0.91 0.95 0.98 1.00

λ̂ 0.74 0.79 0.83 0.86 0.90 0.94 0.97 0.98 0.99 1.00

ID6
0.5

0.76
0.35 0.45 0.55 0.66 0.74 0.84 0.92 0.96 0.98 1.00

λ̂ 0.85 0.89 0.93 0.96 0.98 0.98 0.99 0.99 1.00 1.00

ID7
0.5

0.85
0.36 0.46 0.56 0.67 0.74 0.83 0.91 0.96 0.98 1.00

λ̂ 0.88 0.90 0.93 0.96 0.98 0.99 1.00 1.00 1.00 1.00

ID8
0.5

0.87
0.36 0.46 0.55 0.66 0.75 0.84 0.92 0.96 0.98 1.00

λ̂ 0.92 0.96 0.97 0.98 0.99 1.00 1.00 1.00 1.00 1.00

ID9
0.5

0.98
0.36 0.44 0.54 0.66 0.74 0.83 0.92 0.96 0.98 1.00

λ̂ 0.97 0.99 0.99 0.99 1.00 1.00 1.00 1.00 1.00 1.00

OI
0.5

1.00
0.35 0.44 0.53 0.64 0.73 0.81 0.91 0.95 0.98 1.00

λ̂ 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
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2 Audio-Visual Speaker Identification

preferring certain classes [41]. This contradicts the assumption of the purely Bayesian
fusion for λ = 0.5 and yields inferior results for the unweighted fusion with increasing
noise levels (cf. Table 2.2). The weighting of the streams counteracts this effect by
introducing an external signal for classifier confidence.

In contrast, the mapping function, obtained by the DNN, performs just as expected:
It increases all recognition rates up to at least very close to the highest recognition
rate of the single-modality systems. For a few combinations at high SNRs, there are
slight decreases in comparison to the baseline result. However, the recognition rate in
these cases remains very high and the changes in accuracy never exceed 1 %.

On the whole, for the complete test set, the average improvement was from 74.17 %
to 93.23 %. This shows the applicability of the presented approach also in those situa-
tions where stream weights are not based on oracle information, but rather estimated
from the newly suggested approach, based on easily estimated confidence values.

2.2 Audio-Visual Spoofing Detection

In a spoofing attack against biometrics, a malicious party tries to imitate another
person’s biometrics. One approach to increase the robustness against spoofing attacks
is to use multimodal biometrics, e. g., audio-visual speaker verification [50]. However,
if no countermeasure is implemented, multimodal systems have shown to be vulnerable
against spoofing attacks imitating only one trait successfully, since they often focus
on the trait with the least distortions [51, 52].

In general, different kinds of spoofing attacks against audio-visual authentication
need to be considered. This encompasses replay attacks, where an impostor uses a
previously recorded utterance of the victim, e. g., a video of the entire identification
process or a recording of the audio channel and an additional visual input, like an
arbitrary image or video of the victim.

Playing back a synthesized version of an utterance constitutes another spoofing
attack. Synthesizing has the advantage that it is more flexible in a challenge-response
system, where the user is asked to utter different and previously unknown sentences
in each session for liveness detection [53, 54]. However, in contrast to recordings,
synthesized videos are more difficult to access and the movements of the lips often
appear artificial [55].
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2.2 Audio-Visual Spoofing Detection

To prevent attacks, the task is to distinguish between a spoofing attack and a gen-
uine speaker such that a sophisticated attack can be detected, but a genuine speaker
is not rejected.

We use CHMMs to simultaneously verify the audio-visual synchronicity and tran-
scription in a challenge-response setup, where the person-to-identify has to utter a
predefined sentence. CHMMs have proven successful in audio-visual speech recogni-
tion, increasing the robustness of speech recognition in adverse conditions [56, 40].
For audio-visual speech recognition, CHMMs are more appropriate than HMMs with
early feature fusion, as they allow slight asynchronicities between feature streams,
which gives them a significant advantage regarding the recognition performance.

We will use and expand their capability to handle and detect asynchronicity in the
following, which will allow us to employ them for simultaneous verification of audio-
visual synchronicity and spoken content of the utterance. The proposed spoofing is
applicable in a deep-learning-based approach for the speech recognition in an equiva-
lent manner. However, this work focuses on spoofing detection and due to the limited
data available here, a Gaussian Mixture Model Hidden Markov Model (GMM-HMM)-
based CHMM system is a good starting point that already allows us to explore the
applicability of different feature sets for verification purposes.

2.2.1 Spoofing Detection

In order to recognize a synchronization mismatch between the audio and the video
data, we use CHMMs, so that we can simultaneously recognize both the audio and the
video transcription, and any time difference between the audio and the video stream.

Coupled HMMs

CHMMs are an extension of HMMs that is particularly useful for combining different
streams in a multimodal system without the necessity of fusion on the feature level.
For the construction of the CHMMs, it is necessary initially to represent each single
word as a uni-modal HMM. In general, for audio-visual speech recognition with
CHMMs, the two marginal HMMs, one for each stream, are trained separately for
each word. During the training of the HMMs, the conditional observation likelihoods

bi(o(t)) = P(o(t)|q(t) = i), (2.16)
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2 Audio-Visual Speaker Identification

for state q(t) = i are calculated based on the observations o(t) of the stream for the
frame at time step t. Additionally, the state transition probabilities a(i, j) are obtained
during training. The probability of going from state q(t) = i to state q(t + 1) = j in
a discrete time step t→ t+ 1 is

aij = P(q(t+ 1) = j|q(t) = i). (2.17)

As in a speech recognition application, the state transitions are defined such that the
model can not step back into a previous state:

aij = 0, ∀i > j. (2.18)

For a CHMM, all states QA = {qAi }N
A

i=1 of the audio HMM are combined with all states
QV = {qV1 }N

V

i=1 of the visual HMM such that the resulting CHMM has N = NA · NV

states. The new conditional observation likelihoods bi(o(t)) for each coupled state are
combinations of the corresponding conditional observation likelihoods of the audio A
and the video V stream

bi(o(t)) = P(oA(t)|qA(t) = iA)P(oV (t)|qV (t) = iV ), (2.19)

with i = [iA, iV ] describing the coupled state as a combination of the single-modality
states iA and iV . The feature vectors oA(t) and oV (t) are obtained from the audio and
the video stream, respectively. The state transitions for the CHMM are calculated by:

aij = aiAjA · aiV jV , (2.20)

with the coupled states i = [iA, iV ] and j = [jA, jV ].

CHMMs for Spoofing Detection

For audio-visual speech recognition, the corresponding audio HMM and video HMM
are, like in [57] and [56], used as marginal HMMs creating a combined word CHMM as
a Cartesian product model, cf. Equations (2.19) and (2.20). The single word models
may then be combined according to a task grammar. With this approach, the audio
and the visual streams can be asynchronous within one word, but not across different
words. This is sufficient for audio-visual speech recognition since the audio and the
visual stream can usually be assumed to be synchronous.
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(c) Asynchronous streams

Figure 2.2: The CHMMs for different scenarios and possible paths through the CHMM
with M = 3 digits as the challenge: Figure 2.2a shows a synchronous
utterance, Figure 2.2b is an example of an utterance with an invalid visual
stream, and Figure 2.2c shows an utterance with asynchronous streams.
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Construction. In the case of a spoofing attack, where either the two streams do not
match, or one stream is missing completely, the synchronicity may not be given. For a
spoofing detection, this asynchrony can be assessed. Thus, in the following, grammar
models are built on the level of the single HMMs and combined to one CHMM for
the entire utterance. With this approach, the audio and the visual streams may be
in completely different words at the same time step.

For our experiments, a sequence of random digits is used as the utterance. With ten
different digits (‘zero’ to ‘nine’), 10M combinations of different utterances are possible,
where M is the number of digits in the sequence.

In Figure 2.2, different spoofing scenarios and their possible paths through a CHMM
are sketched for an utterance withM = 3 digits. For easier visualization, the CHMMs
in the figure are simplified. In general, the audio HMM requires more states than the
video HMM, but here, they are depicted for NA = NV , and we show only three digits.
The CHMM used for the spoofing detection has many more states and thus possible
paths. Further, the different digits do not necessarily have the same number of states
and not all possible state transitions are sketched. In general, transitions are only
possible top-to-bottom and left-to-right, according to Equations (2.18) and (2.20).

In Figure 2.2a, a possible path for a synchronous utterance is shown. Although
the streams are synchronous, the recognized digits still have to be compared to the
challenge. Figure 2.2b depicts a spoofing scenario with an invalid visual stream (e. g.,
a still image of the victim). In this example, the visual recognition stays in the first
visual state, while the audio recognition proceeds. Due to the structure of the CHMM,
for the video, any arbitrary transcription will be recognized as well. Figure 2.2c
represents a spoofing scenario where the two streams are not synchronous. In the
latter examples, an analysis of the coupled state sequence provides useful information
about the synchronicity.

Resource Optimization. Due to the combinatorial nature of our CHMM construc-
tion scheme and the resulting high number of coupled states, the computations would
get infeasible, if we were to evaluate all (10 ·M)2 possible combinations of digits in
one compound CHMM. Therefore, we limit the construction of the marginal HMMs
for asynchrony detection to only the most likely digits at each of the M positions. To
obtain these digits, the M∗ best digits are determined for each position for the audio
and the video stream. These resulting 2 ·M∗ digits per position are considered to
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2.2 Audio-Visual Spoofing Detection

construct the two marginal HMMs. Since some of the 2 ·M∗ digits of each position
will often be recognized by both, the audio and the video model, among M∗ best
digits, the redundant digits are discarded for the construction of the marginal HMMs.
The resulting CHMM has at most (2 ·M∗ ·M)2 combinations of digits. This reduces
the computational cost significantly.

2.2.2 Proposed Features

For the recognition, the forward-backward algorithm is used to obtain the matrix Γ

with N × T values, describing the probabilities for being in all coupled states at time
t = 1, . . . , T . With the Viterbi algorithm and Γ, the most likely path through the
CHMM is calculated. The resulting path is a sequence of coupled states

q =
[
q(1) = [iA(1), iV (1)], . . . , q(T ) = [iA(T ), iV (T )]

]
, (2.21)

describing the recognized coupled states in the order of recognition.

Synchronicity Features

The audio HMMs are defined with three states per phoneme, whereas the video HMMs
use only one state per phoneme. Thus, the time alignment difference between the
audio and the video stream is calculated via:

λ(t) =

⌈
iA(t)

3

⌉
− iV (t). (2.22)

In the case of a genuine utterance, the values of |λ| should be small. In contrast, a
spoofed utterance with non-matching streams will typically show larger values. As fea-
tures for the recognition, two different values have shown to be useful, the entropy H
of the time alignment difference λ, which is higher for asynchronous utterances and
the mean value of λ(t), denoted by Λ, over all time steps t = 1, . . . , T .

However, using only these features, the audio and the video stream may appear
synchronous, even if the recognized digits of the streams are different, especially, if the
two different digits have the same number of states. As a proposed countermeasure,
an additional CHMM is constructed containing only the challenged digits. With this
CHMM, the distances λκ(t) are calculated according to Equation (2.22). In a genuine
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scenario, both distance vectors λ and λκ should be very similar. Therefore, we propose
two more features:

Λκ =
1

T

T∑
t=1

λ(t)− λκ(t), (2.23)

Λ|κ| =
1

T

T∑
t=1

|λ(t)− λκ(t)|. (2.24)

Although the measures are similar, the combination of Λκ and Λ|κ| leads to a more
robust recognition.

Transcription Features

As additional features for the spoofing detection, the transcriptions of both streams,
obtained with the CHMM-based recognition, are used. This is necessary to prevent
replay attacks with videos, where the streams may be synchronous, but do not contain
the utterance of the challenge.

To detect this situation, the differences of the audio transcription τA(m) and video
transcription τV (m) to the challenged digits τ(m) over all positions m = 1, ..,M are
calculated with the Hamming distance, such that each substituted digit increases the
calculated distance by 1. Thus, the resulting distances may be between 0 and M and
are considered as features τA and τV for the distance of the audio transcription and
the video transcription, respectively.

2.2.3 Experimental Results

For the experimental evaluation, we have used a set of 30 speakers (15 female and
15 male) with utterances of single digits from 0–9. 270 utterances of each speaker
are used. The dataset is recorded with Microsoft’s Kinect sensor, which also pro-
vides reliable information about the location of the mouth region. In the following
experiments, we have used the first of the four available microphone channels.

As audio features, the first 13 MFCCs and their first and second derivatives have
been considered. As video features, we have used the first 8 × 8 coefficients of a
two-dimensional DCT of the cropped mouth region.

In Figure 2.3 the training and spoofing detection is sketched. 170 recordings for
each of the 30 speakers have been used in HMM training to get a speaker-independent
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Figure 2.3: The training set is used for the training of the audio and the visual HMMs
of the single digits. The development set is considered to verify the per-
formance of the speech recognition system. With the test set, the genuine,
and spoofing scenarios are built for the evaluation of the spoofing detec-
tion, which uses the trained HMMs. Utterances from all 30 speakers are
used for the training, development, and test set.

audio-visual speech model. Further 40 recordings per speaker have been used as
the development set to verify the speech recognition performance. The remaining
60 recordings per speaker have been deployed to create the genuine and spoofing
scenarios. The spoofing detection is tested together with the scenarios and the
trained HMMs.

For the test set M = 3 digits were concatenated per utterance to build 20 utterances
per speaker for each spoofing scenario and the genuine utterances. We have usedM∗ =

3 for all experiments, such that 3–6 digits per position are considered to construct the
marginal HMMs. This is a trade-off between the complexity of the resulting CHMM
and the probability of obtaining the uttered digit in the CHMM decoder.

The spoofing detection has been applied in a challenge-response setup. Thus, a
recorded video of the victim with the correct utterance is hard to access for the
attacker, since the utterance changes for each verification process. However, it is
still possible to use recorded videos with different utterances or to use a modified
or synthesized video. Such artificially constructed videos may show a delay between
audio and video which can be detected, even if the utterance is correct.
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To create test scenarios, different combinations of the audio and video stream have
been created. In all cases the audio and the video stream is from the same speaker:

• Scenario #1 (still image): The audio stream is the genuine utterance corre-
sponding to the challenge and the video stream is only one image for the en-
tire utterance.

• Scenario #2 (cross-video): The audio stream is the genuine utterance corre-
sponding to the challenge and the video stream is replaced by an arbitrary
other one.

• Scenario #3 (wrong utterance): The audio stream and the video stream do
match, but do not correspond to the digits of the challenge.

• Scenario #4 (delayed): The audio and the video stream correspond with the
challenge, but they have a delay (±1 s, ±0.5 s, and ±0.25 s).

Baseline System Description

For comparison, we also have implemented one of the latest spoofing detection ap-
proaches for speaker verification [58]. This approach can also be used in a challenge-
response setup. Additionally, it also does not need specifically enrolled utterances for
the spoofing detection. However, in contrast to our method, the baseline method is
speaker-dependent. Thus, for training, it needs utterances from each enrolled speaker.

For the spoofing detection, the baseline system uses Canonical Correlation Anal-
ysis (CCA) to compare the audio and the video stream [59]. For this purpose, the
projection matrices W and Z (canonical correlation matrices) are calculated with
the training set for each speaker separately. The score for the spoofing detection is
calculated by

S(A,V) = 1

N

N∑
n=1

corr(Awn,Vzn), (2.25)

where wn and zn are the nth column of the projection matrices W and Z, respectively,
and A and V are the audio and the video stream of the test scenario, respectively.
The parameter N is tuned on the development set. Hence, only the synchronicity,
but not the transcription is verified. Therefore, it is not possible to detect scenario
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#3 with synchronous video, but the wrong utterance, so this scenario has not been
considered in our evaluation of the baseline method.

As features for the baseline method, the same ones as in [58] have been used in
the evaluation, since these provided the best results. These are MFCCs for the audio
data and space-time auto-correlation of gradients (STACOG) for the visual data [60].

Table 2.3: EER (in %) of different features for the spoofing scenarios and their
combinations. The input features are synchronicity features (SF =

[H,Λ,Λκ,Λ|κ|]), transcription features (TF = [τA, τV ]), and both together
(all). As the baseline, the approach in [58] has been used.

SF TF all baseline

Scenario #1 3.25 13.75 1.50 3.85
Scenario #2 10.50 12.25 6.25 21.49
Scenario #3 10.75 1.75 2.00 —

Scenario #1–2 5.68 14.45 5.18 16.42
Scenario #1–3 8.83 12.50 5.50 —

Scenario #4 (±1 s) 2.34 43.28 2.71 14.52
Scenario #4 (±0.5 s) 3.10 52.27 2.86 14.50
Scenario #4 (±0.25 s) 8.88 51.25 9.40 10.85
Scenario #4 (all) 6.96 54.88 6.46 13.45

Scenario #1,2,4 5.89 55.06 7.11 14.13
Scenario #1–4 8.69 56.72 6.83 —

Results

To build a spoofing detection with the different proposed synchronicity and transcrip-
tion features, support vector machines (SVMs) have been employed in the following.
For this purpose, we have evaluated the synchronicity features SF = [H,Λ,Λκ,Λ|κ|]

and the transcription features TF = [τA, τV ] separately, and all of these features to-
gether. Table 2.3 provides an overview of the Equal Error Rate (EER) for the different
spoofing scenarios and combinations of those. Scenario #4 is separated into different
groups, considering different delays.
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Table 2.4: EER (in %) for the cross-speaker verification. The speakers in the first row
are left out and used to evaluate the spoofing detection.

S1–S5 S6–S10 S11–S15 S16–S20 S21–S25 S26–S30 average

Scenario #1 1.00 4.50 2.00 2.00 2.50 3.00 2.50
Scenario #2 8.00 10.00 10.00 7.00 8.00 7.50 8.42
Scenario #3 1.00 3.00 2.00 1.00 4.50 3.00 2.42
Scenario #4 4.50 11.17 9.00 7.42 5.50 12.25 8.31

Scenario #1–4 3.56 14.44 12.67 7.78 6.78 10.17 9.23

In some cases, the different features lead to very different EERs. In Table 2.3, the
best results are marked in bold. For most spoofing scenarios, a combination of all
features leads to the best EER, and especially if the different spoofing scenarios are
averaged, a combination of all features clearly provides the best results. In general,
the difference of the EER of the single feature groups and the combination never
exceeds 1.22 % and in many cases, the combination is better by a large margin.

Scenario #2 benefits the most from the combination of both features, since the
video-only speech recognition is not as reliable as the audio-only recognition, such
that the mismatch of the visual stream is not always detected, and a genuine, match-
ing visual stream can sometimes be falsely classified as spoofed. Additionally, the
synchronicity measure is not as robust here as for scenario #1 were only one image is
used for the whole visual stream. Since, overall, both features perform about equally
well in this scenario, large improvements are possible due to their complementary
information. For scenario #4, the synchronicity features are more valuable than the
transcription features. This is no surprise, due to the capability of CHMMs to achieve
a reliable recognition for asynchronous data, which clearly distinguishes them from
early-integration-based approaches for this task. Therefore, the introduced distance
features provide a robust measure of classification.

Comparison with Baseline System. In all cases, the combination of the syn-
chronicity features and the transcription features leads to a lower EER in comparison
to the results of the baseline system. Especially for scenario #2, much better results
can be achieved with the proposed approach. This indicates that the CCA-based
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classification focuses on major signal changes. Thus, a wrong transcription in one
stream is more difficult to detect.

Cross-Speaker Verification. For many use-cases of spoofing detection, it is not
feasible to collect enough data from each enrolled speaker to train the spoofing detec-
tion. Therefore, a 6-fold cross-verification has been performed by leaving out a group
of speakers during training of the spoofing classification. The utterances of this held-
out group of speakers are used for the evaluation in Table 2.4. As input features for
all cases, all introduced synchronicity and transcription features [H,Λ,Λκ,Λ|κ|, τA, τV ]

are considered.
The results show that the EER is similar for unseen speakers in most of the cases.

It can also be observed that some speakers seem to be easier to spoof (group S6-S10),
while for some speakers (group S1-S5), the EER is even lower than the corresponding
results of Table 2.3 (all features). Thus, some speakers seem to be more vulnerable
to spoofing attacks, although all results point to a good performance in general.

2.3 Related Work
Alam et al. [61] have shown that a combined audio-visual speaker identification can
increase the accuracy of the single-modality methods. However, in their approach,
only the resulting ranks of the single systems are considered. In other audio-visual
speaker recognition systems, the fusion is applied earlier: Yu and Huang [62] published
an approach for feature fusion and Alam et al. [63] uses deep Boltzmann machines in
combination with deep neural networks to fuse both modalities.

For speaker recognition using audio data only, many different approaches for spoof-
ing and liveness detection exist. To counter replay attacks, Wu et al. [9] proposed
an approach that uses a text-dependent recognition and different phrases for each
identification process.

For the classification of synthesized utterances, the Constant Q Transform (CQT)
has been shown to achieve robust results for an audio-only recognition [64].

Audio-visual speaker recognition provides much more information to verify a re-
sponse [63], but only a few recent works have investigated audio-visual spoofing detec-
tion. All of these works use synchronicity measures either for a single utterance [65, 66]
or multiple utterances [58, 67, 68].
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Aides and Aronowitz [65] calculated the difference to stored sample utterances for
the audio and the video channel separately via Dynamic Time Warping (DTW). The
resulting time differences of both modalities are then compared to verify the utterance.

Further approaches use CCA to maximize the cross-correlation between matching
audio and video frames [66, 58, 68]. Similar to these works, Bredin and Chollet [67]
applied a Co-Inertia Analysis (CoIA) to the audio and video data to calculate features
for a correlation.

All these approaches are still vulnerable to video replay attacks since they only
measure the synchronicity. Particularly the approaches by Aides and Aronowitz [65]
and Komulainen et al. [66] may not be able to distinguish between a recorded video
and a genuine utterance, since the challenge does not change.

While HMMs have been used for audio-visual speaker verification [57, 69, 70], the
authors do not verify their method for spoofing attacks or again only detect the
synchronicity but do not consider the transcription. Especially, Rúa et al. [57] where
the authors also use CHMMs, only an asynchrony detection is applied by considering
major signal changes (e. g., starts or ends of words). Hence, a video replay attack is
impossible to detect with this approach.

In recent years, also neural-network-based versions of i-vectors have been pro-
posed [26]. These so-called x-vectors replace the JFA with a DNN and directly map
the feature representation of an utterance into a voice profile.

2.4 Summary

We have shown that a better speaker identification can be obtained by a fusion of
state-of-the-art audio-based and video-based identification. For this purpose, we have
proposed a new weighting approach for the two modalities using a discriminative cost
function to increase the ratio of the score of the true speaker relative to the speaker
with the most competitive score. Feed-forward neural networks with multiple hidden
layers led to the best results for computing these stream weights, based on a set of
confidence measures.

Additionally, We have shown that with a multimodal recognition, it is fairly easy
to deal with different kinds of noises or distortions added to the audio and video data
by using an estimation of these distortions together with the dispersion of the scores.
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2.4 Summary

On the whole, a large improvement across all considered test cases can be observed.
Importantly, in all considered cases, we achieved at least principally the recognition
rate we would achieve with the best single modality. Moreover, for the test cases
with low recognition rates, we were always able to exceed these values, in many cases
very notably.

In the second part, we have proposed a text-dependent audio-visual spoofing detec-
tion for speaker verification. For its evaluation, we have considered different spoofing
scenarios, which can be used in a real attack.

We have introduced a CHMM-based synchronicity measure, which is available for
spoofing scenarios with non-matching streams. Additionally, the assessment of the
transcription with the CHMM-setup also provides a simultaneous verification of both
feature groups, which can improve the classification in many cases where synchronicity
metrics alone are not sufficient. Additionally, it is also possible to detect spoofing
attacks that are synchronous but contain the wrong utterance. This shows the great
advantage in contrast to approaches using synchronicity-based methods only.

Furthermore, via a cross-speaker validation, we have shown that the proposed spoof-
ing detection can be used speaker-independently, so that new speakers can be enrolled
with no extra effort.

The introduced approach needs an additional step for the training of the CHMMs.
However, a speaker verification with changing utterances is much harder to spoof,
since an attacker either needs to produce all possible utterances or has only limited
time to produce a spoofing attack. Therefore, this additional training step should
often be justified, and it only needs to be performed once, before system deployment.

In combination with an audio-visual speaker identification system both systems
can benefit from each other. Thus, a more secure and robust audio-visual speaker
recognition can be achieved.

The proposed approach is not limited to digits and can be used for arbitrary
words or sentences as long as speaker-independent HMMs for speaker recognition
can be trained.

For future work, a large-vocabulary version, based on triphone-level CHMMs in-
cluding a deep learning approach should be investigated, to achieve a higher diversity
of possible utterances for a still greater resilience against playback or synthesis.
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Substantial improvements in ASR accuracy have been achieved in recent years by
using acoustic models based on DNNs that evolved into the state-of-the-art approach
for many machine learning tasks [71, 72]. They can cope with complex, real-world
environments that are typical for many speech interaction scenarios such as voice inter-
faces. In practice, the importance of DNN-based ASR systems is steadily increasing,
e. g., within smartphones or stand-alone devices such as Amazon’s Echo/Alexa.

Nevertheless, the number of necessary parameters is significantly larger than that
of the previous state-of-the-art GMM probability densities within HMMs (so-called
GMM-HMM systems) [73]. As a consequence, this high number of parameters gives
much space to explore (and potentially exploit) blind spots that enable an adversary
to mislead an ASR system.

In fact, current studies suggest that there can be significant differences in the mech-
anism of neural network algorithms compared to human expectations [4, 74]. This
is a very unfortunate situation, as a rogue party can abuse this knowledge to create
input data which leads to arbitrary recognition results, without being noticed [75, 76].

Possible attack scenarios include attacks over radio or TV, which could affect a large
number of victims. This could lead to unwanted online shopping orders, which has
already happened on normally uttered commands over TV commercials, as Amazon’s
devices have reacted to a purchase command [1]. ASR systems are often included into
smart home setups may lead to a significant vulnerability and in a worst-case scenario,
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an attacker may be able to take over the entire smart home system, including security
cameras or alarm systems.

In the audio domain, Vaidya et al. were among the first to explore adversarial
examples against ASR systems [77]. They showed how an input signal (i. e., audio
file) can be modified to fit the target transcription by adapting the features of the audio
signal. Carlini et al. introduced so-called hidden voice commands and demonstrated
that targeted attacks against HMM-only ASR systems are feasible [78]. They use
inverse feature extraction to create adversarial audio samples. The resulting audio
samples are not intelligible by humans (in most of the cases) and may be considered
as noise, but may make thoughtful listeners suspicious. To overcome this limitation,
Zhang et al. proposed so-called DolphinAttacks: they showed that it is possible to hide
a transcription by utilizing non-linearities of microphones to modulate the baseband
audio signal with ultrasound higher than 20 kHz [79]. The drawback of this and similar
ultrasound-based attacks [80, 81] is that the attack is costly as the information on
how to manipulate the input features needs to be retrieved from recordings of audio
signals with the specific microphone, which is used for the attack.

Carlini and Wagner published the first adversarial audio examples in which they
introduce a general targeted attack on ASR systems using the connectionist tempo-
ral classification (CTC) loss [76]. Similarly to previous adversarial attacks on image
classifiers, it works with a gradient-descent-based minimization [75], but it replaces
the former loss function by the CTC-loss, which is optimized for time sequences.
The constraint for the minimization of the difference between original and adversarial
sample is also borrowed from adversarial attacks on images and therefore does not
consider the limits and sensitivities of human auditory perception. Yuan et al. de-
scribed CommanderSong, which is able to hide transcripts within music [82], but their
attack does not contain a human-perception-based noise reduction and the attack is
clearly perceptible.

In contrast to previous work, in the following chapter we demonstrate an attack that
utilizes psychoacoustics to add imperceptible or almost imperceptible noise to the orig-
inal audio, which fools the ASR system to output a false—attacker-chosen—transcription.
We further extend that attack by considering the room acoustics and include a room
simulation via Room Impulse Responds (RIRs) to enable the attack to remain viable
if played over the air. Finally, in the third part, a countermeasure utilizing neural
networks that are capable of uncertainty quantification is described. Furthermore, to
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detect audio adversarial examples, we utilize an outlier detection to remain robust
also for unknown attacks.

3.1 Adversarial Attacks via Psychoacoustic Hiding

We introduce a type of adversarial examples against ASR systems based on psychoa-
coustic hiding in order to reduce the perceptible noise. For this purpose, dynamic
hearing thresholds are calculated based on psychoacoustic experiments by Zwicker
et al. [10]. This limits the adversarial perturbations to those parts of the original
audio sample, where they are not (or hardly) perceptible by a human listener. Fur-
thermore, we use gradient descent to find adversarial examples with minimal pertur-
bations. This algorithm has already been successfully used for calculating adversarial
examples in other settings [75, 76] an to show the general feasibility of psychoacoustic
attacks, for audio signals that are fed directly into the recognizer and also if played
over the air.

A key feature of our approach is the integration of the preprocessing step into
the DNN. As a result, it is possible to change the raw audio signal directly. The
preprocessing operates as a feature extraction and is fundamental to the accuracy
of an ASR system. Due to the differentiability of each single preprocessing step, we
are able to include it in the gradient descent step without the necessity to invert the
feature extraction. In addition, ASR highly depends on temporal alignment as it is
a continuous process. We enhance our attack by computing an optimal alignment
with the forced alignment algorithm, which calculates the best starting point for the
gradient descent. Hence, we make sure to move the target transcription into parts of
the original audio sample which are the most promising. We optimize the algorithm
to provide a high success rate and to minimize the perceptible noise.

We have implemented the proposed attack to demonstrate the practical feasibility
of our approach. We evaluated it against the state-of-the-art Deep Neural Network
Hidden Markov Model (DNN-HMM)-based ASR system Kaldi [83], which is one of the
most popular toolchains for ASR among researchers [84, 85, 86, 87, 88, 89, 90, 91, 82]
and is also used in commercial products such as Amazon’s Echo/Alexa and by IBM
and Microsoft [92, 93]. Note that commercial ASR systems do not provide information
about their system setup and configuration.
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Such information could be extracted via model stealing and similar attacks (e. g.,
[94, 95, 96, 97, 98]). However, such a blackbox attack would go beyond the contribu-
tions of this work and hence we focus on the general feasibility of adversarial attacks
on state-of-the-art ASR systems in a white-box setting. More specifically, we show
that it is possible to hide any target transcription in virtually any audio file with a
minimum of perceptible noise. We analyze the optimal parameter settings, including
different phone rates, and allowed deviations from the hearing thresholds. We need
less than two minutes on an Intel Core i7 processor to generate an adversarial exam-
ple for a ten-second audio file. We also demonstrate that it is possible to limit the
perturbations to parts of the original audio files, where they are not (or only barely)
perceptible by humans. The experiments show that in comparison to other targeted
attacks [82], the amount of noise is significantly reduced.

This observation is confirmed during a two-part audibility study, where test lis-
teners transcribe adversarial examples and rate the quality of different settings. The
results of the first user study indicate that it is impossible to comprehend the tar-
get transcription of adversarial perturbations and only the original transcription is
recognized by human listeners. The second part of the listening test is a Multiple
Stimuli with Hidden Reference and Anchor (MUSHRA) test [99] in order to rate the
quality of generated audio from different algorithm setups. The results show that the
psychoacoustic model greatly increases the quality and hence the inconspicuousness
of the adversarial examples. In summary, we make the following contributions:

• Psychoacoustic Hiding. We describe a novel type of adversarial examples
against DNN-HMM-based ASR systems based on a psychoacoustically designed
attack for hiding transcriptions in arbitrary audio files. Besides the psychoa-
coustic modeling, the algorithm utilizes an optimal temporal alignment and
backpropagation up to the raw audio input.

• Experimental Evaluation. We evaluate the proposed attack algorithm in
different settings in order to find adversarial perturbations that lead to the best
recognition result with the least human-perceptible noise.

• User Study. To measure the human perception of adversarial audio samples,
we performed a user study. More specifically, human listeners were asked to tran-
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scribe what they understood when presented with adversarial examples and to
compare their overall audio quality compared to original unmodified audio files.

3.1.1 Attacking Automatic Speech Recognition

In the following, we show how the added audible noise can be limited by applying
hearing thresholds during the creation of adversarial examples. As an additional
challenge, we need to find the optimal temporal alignment between the audio file and
the target text, which gives us the best starting point for the insertion of malicious
perturbations. Note that our attack integrates well into the DNN-based speech recog-
nition process: we use the trained ASR system and apply gradient descent, which is
already part of the toolchain, to update the input, eventually resulting in adversarial
examples.

Threat Model

Throughout the rest of this section, we assume the following adversary model.
First, we assume a white-box attack, where the adversary knows the ASR mecha-

nism of the attacked system and its specific model parameters. Using this knowledge,
the attacker generates audio samples containing malicious perturbations before the
actual attack takes place, i. e., the attacker exploits the ASR system to obtain an audio
file that produces the desired recognition result. Second, we assume the ASR system
to be configured in such a way that it gives the best possible recognition rate. In
addition, the trained ASR system, including the DNN, remains unchanged over time.
Finally, we assume a perfect transmission channel for replaying the manipulated au-
dio samples, hence, we do not take perturbations through audio codecs, compression,
hardware, etc. into account by feeding the audio file directly into the recognizer. Note
that we only consider targeted attacks, where the target transcription is predefined.

High-Level Overview

There is a variety of commercial and non-commercial ASR systems available. In the
research community, Kaldi [83] is very popular given that it is an open-source toolkit
which provides a wide range of state-of-the-art algorithms for ASR and is also used
in commercial tools like Amazon’s Alexa (cf. Chapter 4). The tool was developed at
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Figure 3.1: The calculation of adversarial examples can be divided into three compo-
nents: (1) forced alignment to find an optimal target for the (2) gradient
descent and (3) the integration of the hearing thresholds.

Johns Hopkins University and is written in C++. We performed a partial reverse
engineering of the firmware of an Amazon Echo and our results indicate that this
device also uses Kaldi internally to process audio inputs. Given Kaldi’s popularity and
its accessibility, this ASR system hence represents an optimal fit for our experiments.

The algorithm for the calculation of adversarial examples can be divided into three
parts, which are sketched in Figure 3.1. The main difference between original au-
dio and raw audio is that the original audio does not change during the run-time
of the algorithm, but the raw audio is updated iteratively in order to result in an
adversarial example. Before the gradient descent step, the best possible temporal
alignment is calculated via so-called forced alignment. The algorithm uses the origi-
nal audio signal and the target transcription as inputs in order to find the best target
pseudo-posteriors. The forced alignment is performed just once at the beginning of
the algorithm.
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With the resulting target posteriogram, we are able to apply gradient descent to
manipulate our input signal in such a way that the speech recognition system produces
the desired output. The gradient descent step is an iterative process and will, there-
fore, be repeated until it converges or a fixed upper limit for the number of iterations
is reached.

The hearing thresholds are applied during the gradient descent step in order to
limit the changes that are perceptible by a human. The hearing thresholds are also
calculated once and stored for the gradient descent step.

Forced Alignment

One major problem of attacks against ASR systems is that they require the recognition
to pass through a certain sequence of HMM states in such a way that it leads to the
target transcription. However, due to the decoding step—which includes a graph
search—for a given transcription, many valid pseudo-posterior combinations exist.
For example, when the same text is spoken at different speeds, the sequence of the
HMM states is correspondingly faster or slower. We can benefit from this fact by
using that version of pseudo-posteriors which best fits the given audio signal and the
desired target transcription.

We use forced alignment as an algorithm for finding the best possible temporal
alignment between the acoustic signal that we manipulate and the transcription that
we wish to obtain. This algorithm is provided by the Kaldi toolkit. Note that it is not
always possible to find an alignment that fits an audio file to any target transcription.
In this case, we set the alignment by dividing the audio sample equally into the number
of states and set the target according to this division.

Integrating Preprocessing

We integrate the preprocessing step and the DNN step into one joint DNN and a
PGD-based approach. This approach is sketched in Figure 3.2. This design choice
does not affect the accuracy of the ASR system, but it allows for manipulating the raw
audio data by applying backpropagation to the preprocessing steps, directly giving us
the optimally adversarial audio signal as result.
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With the integration of preprocessing into the DNN, the gradient is calculated via

∇x =
∂L(ŷ, y′)
∂F(χ)

· ∂F(χ)
∂FP (x)

· ∂FP (x)
∂x

, (3.1)

where we ignore the iteration index i for simplicity. All preprocessing steps are in-
cluded in χ = FP (x) and return the input features χ for the DNN. In order to
calculate ∂FP (x)

∂x
, it is necessary to know the derivatives of each of the four prepro-

cessing steps. We will introduce these preprocessing steps and the corresponding
derivatives in the following.

Framing and Window Function. In the first step, the raw audio data is divided
into T frames of length N and a window function is applied to each frame to avoid too
many artifacts in the frequency domain due to spectral leakage. A window function
is a simple, element-wise multiplication with fixed values ω(n)

xω(t, n) = x(t, n) · ω(n), n = 1, . . . , N, (3.2)

with t = 1, . . . , T . Thus, the derivative is just

∂xω(t, n)

∂x(t, n)
= ω(n). (3.3)

Discrete Fourier Transform. For transforming the audio signal into the frequency
domain, we apply a DFT to each frame xω. This transformation is a common choice
for audio features. The DFT is defined as

X(t, k) =
N−1∑
n=0

xω(t, n)e
−i2π kn

N , k = 1, . . . , N. (3.4)

Since the DFT is a weighted sum with fixed coefficients e−i2π kn
N , the derivative for the

backpropagation is simply the corresponding coefficient

∂X(t, k)

∂xω(t, n)
= e−i2π

kn
N , k, n = 1, . . . , N. (3.5)

Magnitude. The output of the DFT is complex valued, but as the phase is not
relevant for speech recognition, we just use the magnitude of the spectrum, which is
defined as

|X(t, k)| = Re
(
X(t, k)

)2
+ Im

(
X(t, k)

)2
, (3.6)
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with Re(X(t, k)) and Im(X(t, k)) as the real and imaginary part of X(t, k). For
the backpropagation, we need the derivative of the magnitude. In general, this is
defined as

∂|X(t, k)|
∂X(t, k)

= 2 · Re(X(t, k)) + 2i · Im(X(t, k)). (3.7)

We consider the real and imaginary parts separately and calculate the derivatives for
both cases

∇X(t,k) =

(
∂|X(t,k)|2
∂ Re(X(t,k))
∂|X(t,k)|2
∂ Im(X(t,k))

)
=

(
2 · Re(X(t, k))

2 · Im(X(t, k))

)
. (3.8)

This is possible, as real and imaginary parts are stored separately during the calcu-
lation of the DNN, which is also sketched in Figure 3.2, where pairs of nodes from
layer 2 are connected with only one corresponding node in layer 3. Layer 3 represents
the calculation of the magnitude and therefore halves the data size.

Logarithm. The last step is to form the logarithm of the squared magnitude

χ = log(|X(t, k)|), (3.9)

which is the common feature representation in speech recognition systems. It is easy
to find its derivative as

∂χ

∂|X(t, k)|2
=

1

|X(t, k)|2
. (3.10)

Hearing Thresholds

For an attack, the psychoacoustic hearing thresholds introduced in Section 1.1.2 are
used to limit the changes in the audio signal to time-frequency-ranges, where the
added perturbations are not, or barely, perceptible by humans.

Psychoacoustic hearing thresholds allow us to limit audible distortions from all
signal manipulations. More specifically, we use the hearing thresholds during the
manipulation of the input signal in order to limit audible distortions. For this purpose,
we use the original audio signal to calculate the hearing thresholds H as described in
Section 1.1.2. We limit the differences P between the original signal spectrum S and
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Figure 3.2: For the calculation of adversarial examples, we use an ASR system where
the feature extraction is integrated into the DNN. Layers 1–4 represent
the separate preprocessing steps. Note that this is only a sketch and that
the used DNN contains far more neurons.

the modified signal spectrum M to the threshold of human perception for all times t
and frequencies k

P (t, k) ≤H(t, k), ∀t, k, (3.11)

with P (t, k) = 20 · log10

|S(t, k)−M (t, k)|
maxt,k(|S|)

. (3.12)

The maximum value of the power spectrum |S| defines the reference value for each
utterance, which is necessary to calculate the difference in dB. Examples for |S|, |M |,
|P |, and H in dB are shown in Figure 3.3, where the power spectra are plotted for
one utterance.

We calculate the amount of distortion that is still acceptable via

Φ = H − P . (3.13)

The resulting matrix Φ contains the difference in dB to the calculated hearing thresh-
olds. In the following step, we use the matrix Φ to derive scaling factors. First,
because the thresholds are too tight to find successful adversarial examples, an addi-
tional variable η is added, to allow the algorithm to differ from the hearing thresholds
by small amounts

Φ∗ = Φ+ η. (3.14)

In general, a negative value for Φ∗(t, k) indicates that we crossed the threshold. As
we want to avoid more noise for these time-frequency-bins, we set all Φ∗(t, k) < 0 to
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(a) Original audio signal power spectrum |S|
with transcription: SPECIFICALLY THE
UNION SAID IT WAS PROPOSING TO PUR-
CHASE ALL OF THE ASSETS OF THE
OF UNITED AIRLINES INCLUDING PLANES
GATES FACILITIES AND LANDING RIGHTS

(b) Adversarial audio signal power spec-
trum |M | with transcription: DEAC-
TIVATE SECURITY CAMERA AND UNLOCK
FRONT DOOR

(c) Power spectrum of the difference between
original and adversarial |P |.

(d) Hearing thresholds H.

Figure 3.3: Original audio sample (3.3a) in comparison to the adversarial audio sample
(3.3b). The difference of both signals is shown in Figure 3.3c. Figure 3.3d
visualizes the hearing thresholds of the original sample, which are used for
the attack algorithm.

zero. We then obtain a time-frequency matrix of scale factors Φ̂ by normalizing Φ∗

to values between zero and one, via

Φ̂(t, k) =
Φ∗(t, k)−mint,k(Φ∗)

maxt,k(Φ∗)−mint,k(Φ∗)
, ∀t, k. (3.15)

The scaling factors are applied during each backpropagation iteration. Using the
resulting scaling factors Φ̂(t, k) typically leads to good results, but especially in the
cases where only very small changes are acceptable, including the margin η, this scaling
factor alone is not enough to satisfy the hearing thresholds as already one iteration
would exceed the maximum allowed changes. Therefore, we use another, fixed scaling
factor, which only depends on the hearing thresholds H . For this purpose, H is also
scaled to values between zero and one, denoted by Ĥ .
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Therefore, the gradient ∇X(t, k) calculated via Equation (3.8) between the DFT
and the magnitude step is scaled by both scaling factors

∇X∗(t,k) = ∇X(t,k) · Φ̂(t, k) · Ĥ(t, k), ∀t, k. (3.16)

3.1.2 Experiments and Results

With the help of the following experiments, we verify and assess the proposed attack.
We target the ASR system Kaldi and use it for our speech recognition experiments.
We also compare the influence of the suggested improvements on the performance of
the algorithm and assess the effect of significant parameter settings on the success of
the adversarial attack.

Experimental Setup

To verify the feasibility of targeted adversarial attacks on state-of-the-art ASR sys-
tems, we have used the default settings for the Wall Street Journal (WSJ) training
recipe of the Kaldi toolkit [83]. Only the preprocessing step was adapted for the inte-
gration into the DNN. The WSJ data set is well suited for large vocabulary ASR: it
is phone-based and contains more than 80 hours of training data, composed of read
sentences of the Wall Street Journal recorded under mostly clean conditions. Due to
the large dictionary with more than 100, 000 words, this setup is suitable to show the
feasibility of targeted adversarial attacks for arbitrary transcriptions.

For the evaluation, we embedded the hidden voice commands (i. e., target tran-
scriptions) in two types of audio data: speech and music. We collected and compared
results with and without the application of hearing thresholds, and with and without
the use of forced alignment. All computations were performed on a 6-core Intel Core
i7-4960X processor.

Metrics

In the following, we describe the metrics that we used to measure recognition accuracy
and to assess to which degree the perturbations of the adversarial attacks needed to
exceed hearing thresholds in each of our algorithm’s variants.
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Word Error Rate. As the adversarial examples are primarily designed to fool
an ASR system, a natural metric for our success is the accuracy with which the
target transcription was actually recognized. For this purpose, we use the Levenshtein
distance [100] to calculate the Word Error Rate (WER). A dynamic-programming
algorithm is employed to count the number of deleted D, inserted I, and substituted
S words in comparison to the total number of words N in the sentence, which together
allows for determining the word error rate via

WER =
D + I + S

N
. (3.17)

When the adversarial example is based on audio samples with speech, it is possible that
the original text is transcribed instead of—or in addition to—the target transcription.
Therefore, it can happen that many words are inserted, possibly even more words than
contained in the target text. This can lead to WERs larger than 100 %, which can
also be observed in Table 3.1, and which is not uncommon when testing ASR systems
under highly unfavorable conditions.

Difference Measure. To determine the amount of perceptible noise, measures like
the SNR are not sufficient, given that they do not represent the subjective, perceptible
noise. Hence, we have used Φ of Equation (3.13) to obtain a comparable measure
of audible noise. For this purpose, we only consider values > 0, as only these are in
excess of the hearing thresholds. This may happen when η is set to values larger than
zero, or where changes in one frequency bin also affect adjacent bins.

We sum all values Φ(t, k) > 0 for t = 0, . . . , T − 1 and k = 0, . . . , N − 1 and
divide the sum by T ·N for normalization. This value is denoted by Ψ. It constitutes
our measure of the degree of perceptibility of noise. Note that the measure does not
provide a psychoacoustically validated measure, but allows us to compare the results.

Improving the Attack

As a baseline, we used a simplified version of the algorithm, forgoing both the hearing
thresholds and the forced alignment stage. In the second scenario, we included the
proposed hearing thresholds. This minimizes the amount of added noise but also
decreases the chance of a valid adversarial example. In the final scenario, we added
the forced alignment step, which results in the full version of the suggested algorithm,
with a clearly improved WER.
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For the experiments, a subset of 70 utterances for 10 different speakers from one of
the WSJ test sets was used.

Backpropagation. First, the adversarial attack algorithm was applied without the
hearing thresholds or the forced alignment. Hence, for the alignment, the audio sample
was divided equally into the states of the target transcription. We used 500 itera-
tions of backpropagation. This gives robust results and requires a reasonable time for
computation. We chose a learning rate of 0.05, as it gave the best results during pre-
liminary experiments. This learning rate was also used for all following experiments.

In the baseline test, we achieved a WER of 1.43%, but with perceptible noise. This
can be seen in the average Ψ, which was 11.62 dB for this scenario. This value indicates
that the difference is clearly perceptible. However, the small WER shows that targeted
attacks on ASR systems are possible and that our approach of backpropagation into
the time domain can very reliably produce valid adversarial audio samples.

Hearing Thresholds. Since the main goal of the algorithm is the reduction of the
perceptible noise, we included the hearing thresholds as described in Section 3.1.1.
For this setting, we ran the same test as before.

In this case, the WER increases to 64.29%, but it is still possible to create valid
adversarial samples. On the positive side, the perceptible noise is clearly reduced.
This is also indicated by the much smaller value of Ψ of only 7.04dB.

For this experiment, we chose η = 20, which is the smallest value for η with a WER
far below 100 % in Table 3.1 and has therefore shown to be a good trade-off.

Forced Alignment. To evaluate the complete system, we replaced the equal par-
titioning by forced alignment. Again, the same test set and the same settings as in
the previous scenarios were used. Figure 3.4 shows a comparison of the algorithm’s
performance with and without forced alignment for different values of η, shown on the
x-axis. The parameter η is defined in Equation (3.14) and describes the amount the
result can exceed the thresholds in dB. In all relevant cases, the WER and Ψ show
better results with forced alignment. The only exception is the one case of η = 0,
where the WER is very high in all scenarios.

In the specific case of η = 20, set as in Section 3.1.2, a WER of 36.43% was
achieved. This result shows the significant advantage of the forced alignment step.
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Figure 3.4: Comparison of the algorithm with and without forced alignment, evaluated
for different values of η.

At the same time, the noise was again noticeably reduced, with Ψ = 5.49dB. This
demonstrates that the best temporal alignment increases the success rate in the sense
of the WER, while at the same time reducing the amount of noise—a rare win-win
situation in the highly optimized domain of ASR. In Figure 3.3, an example of an
original spectrum of an audio sample is compared with the corresponding adversarial
audio sample. One can see the negligible differences between both signals. The added
noise is plotted in Figure 3.3c. Figure 3.3d depicts the hearing thresholds of the same
utterance, which were used in the attack algorithm.

Evaluation

In the next steps, the optimal settings are evaluated, considering the success rate, the
amount of noise, and the time required to generate valid adversarial examples.
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Evaluation of Hearing Thresholds. In Table 3.1, the results for speech and music
samples are shown for 500 and for 1000 iterations of backpropagation, respectively.
The value in the first row shows the setting of η. For comparison, the case without the
use of hearing thresholds is shown in the column ‘None.’ We applied all combinations
of settings on a test set of speech containing 72 samples and a test set of music
containing 70 samples. The test set of speech was the same as for the previous
evaluations and the target text was the same for all audio samples.

The results in Table 3.1 show the dependence on the number of iterations and on η.
The higher the number of iterations and the higher η, the lower the WER becomes.
The experiments with music show some exceptions to this rule, as a higher number of
iterations slightly increases the WER in some cases. However, this is only true where
no thresholds were employed or for η = 50.

As is to be expected, the best WER results were achieved when the hearing thresh-
olds were not applied. However, the results with applied thresholds show that it is
indeed feasible to find a valid adversarial example very reliably even while minimizing
human perceptibility. Even for the last column, where the WER increases to more
than 100%, it was still possible to create valid adversarial examples, as we will show
in the following evaluations.

In Table 3.2, the corresponding values for the mean perceptibility Ψ are shown. In
contrast to the WER, the value Ψ decreases with η, which shows the general success of
the thresholds, as smaller values indicate a smaller perceptibility. Especially when no
thresholds are used, Ψ is significantly higher than in all other cases. The evaluation
of music samples shows smaller values of Ψ in all cases, which indicates that it is
much easier to conceal adversarial examples in music. This was also confirmed by the
listening tests (cf. Section 3.1.3).

Phone Rate Evaluation. For the attack, timing changes are not relevant as long
as the target text is recognized correctly. Therefore, we have tested different com-
binations of audio input and target text, measuring the number of phones that we
could hide per second of audio, to find an optimum phone rate for our ASR system.
For this purpose, different target utterances were used to create adversarial examples
from audio samples of different lengths. The results are plotted in Figure 3.5. For the
evaluations, 500 iterations and η = 20 were used. Each point of the graph was com-
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Table 3.1: WER in % for different values for η in the range of 0 dB to 50 dB, comparing
speech and music as audio inputs.

Iter. None 50 dB 40 dB 30 dB 20 dB 10 dB 0 dB

Speech
500 2.14 6.96 11.07 16.43 36.43 92.69 138.21
1000 1.79 3.93 5.00 7.50 22.32 76.96 128.93

Music
500 1.04 8.16 13.89 22.74 31.77 60.07 77.08
1000 1.22 10.07 9.55 15.10 31.60 56.42 77.60

Table 3.2: The perceptibility Ψ over all samples in the test sets in dB.

Iter. None 50 dB 40 dB 30 dB 20 dB 10 dB 0 dB

Speech
500 10.11 6.67 6.53 5.88 5.49 4.70 3.05
1000 10.80 7.42 7.54 6.85 6.46 5.72 3.61

Music
500 4.92 3.92 3.56 3.53 3.39 2.98 2.02
1000 5.03 3.91 3.68 3.40 3.49 3.20 2.30

puted based on 200 adversarial examples with changing targets and different audio
samples, all of them speech.

Figure 3.5 shows that the WER increases clearly with an increasing phone rate.
We observe a minimum for 4 phones per second, which does not change significantly
at a smaller rate. As the time to calculate an adversarial sample increases with the
length of the audio sample, 4 phones per second is a reasonable choice.

Calculation Time. The algorithm is easy to parallelize and for a ten-second audio
file, it takes less than two minutes to calculate the adversarial perturbations with 500

backpropagation steps on a 6-core (12 threads) Intel Core i7-4960X processor.

Comparison with CommanderSong

We compare the amount of noise with CommanderSong [82], as their approach is
also able to create targeted attacks using Kaldi and therefore the same DNN-HMM-
based ASR system. Additionally, it is the only recent work, which reported the SNR
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Figure 3.5: Accuracy for different phone rates. To create the examples, 500 iterations
of backpropagation and η = 20 are used. The vertical lines represent the
standard deviation.

Table 3.3: Comparison of SNR with CommanderSong [82], best result shown in bold.

None 40 dB 20 dB 0 dB CommanderSong [82]

SNR 15.88 17.93 21.76 19.38 15.32

of their results. The SNR measures the amount of noise σ, added to the original
signal x, and is computed via

SNR(dB) = 10 · log10

Px
Pσ
, (3.18)

where Px and Pσ are the energies of the original signal and the noise. This means,
the higher the SNR, the less noise was added.

Table 3.3 shows the SNR for successful adversarial samples, where no hearing
thresholds are used (None) and for different values of η (40 dB, 20 dB, and 0 dB)
in comparison to CommanderSong. Note, that the SNR does not measure the per-
ceptible noise and therefore, the resulting values are not always consistent with the
previously reported Ψ. Nevertheless, the results show, that in all cases, even if no
hearing thresholds are used, we achieve higher SNRs, meaning, less noise was added
to create a successful adversarial example.

66
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3.1.3 User Study

We have evaluated the human perception of our audio manipulations through a two-
part user study. In the first part, a transcription test, we verified that it is impossible
to understand the voice command hidden in an audio sample. The second part, a
MUSHRA test, provides an estimate of the perceived audio quality of adversarial
examples, where we tested different parameter setups of the hiding process.

Transcription Test

While the original text of a speech audio sample should still be understandable by
human listeners, we aim for a result where the hidden command cannot be tran-
scribed or even identified as speech. Therefore, we performed a transcription test, in
which test listeners were asked to transcribe the utterances of original and adversarial
audio samples.

Study Setup. Each test listener was asked to transcribe 21 audio samples. The
utterances were the same for everyone, but with randomly chosen conditions: 9 orig-
inal utterances, 3 adversarial examples with η = 0, η = 20, and η = 40, respectively
and 3 difference signals of the original and the adversarial example, one for each value
of η. For the adversarial utterances, we made sure that all samples were valid, such
that the target text was successfully hidden within the original utterance. We only
included adversarial examples that required ≤ 500 iterations.

We conducted the tests in a soundproofed chamber and asked the participants to
listen to the samples via headphones. The task was to type all words of the audio
sample into a blank text field without any provision of auto-completion, grammar,
or spell checking. Participants were allowed to repeat each audio sample as often
as needed and enter whatever they understood. In a post-processing phase, we per-
formed manual corrections on minor errors in the documented answers to address
typos, misspelled proper nouns, and numbers. After revising the answers in the post-
processing step, we calculated the WER using the same algorithms as introduced in
Section 3.1.2.

Results. For the evaluation, we have collected data from 22 listeners during an
internal study at our university. None of the listeners were native speakers, but all
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Figure 3.6: WER for all 21 original and adversarial utterances over all test listeners.

had sufficient English skills to understand and transcribe English utterances. As we
wanted to compare the WER of the original utterances with the adversarial ones, the
average WER of 12.52 % overall test listeners was sufficient. This number seems high,
but the texts of the WSJ are quite challenging. For the evaluation, we ignored all
cases where only the difference of the original and adversarial sample was played. For
all of these cases, none of the test listeners was able to recognize any kind of speech
and therefore no text was transcribed.

For the original utterances and the adversarial utterances, an average WER of
12.59 % and 12.61 % was calculated. The marginal difference shows that the change in
the audio does not influence the intelligibility of the utterances. Additionally, we have
tested the distributions of the transcription error rates of the original utterances and
the adversarial utterances with a two-sided t-test to verify whether both distributions
have the same mean and variance. The test shows no difference for the distributions
of original and adversarial utterances at a significance level of 1 % .

In the second step, we have also compared the text from the test listeners with
the text which was hidden in the adversarial examples. In this evaluation, we have
measured a WER far above 100%, which shows that the hidden text is not intelligible.
Also, the only correct words here were also present in the original text, and in all cases
these were frequent, short words like is, in, or the. The results are shown in Figure 3.6.
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MUSHRA Test

In the second part of the study, we have conducted a Multiple Stimuli with Hidden
Reference and Anchor (MUSHRA) test, which is commonly used to rate the quality
of audio signals [99].

Study Setup. The participants were asked to rate the quality of a set of audio
signals with respect to the original signal. The set contains different versions of the
original audio signal under varying conditions. As the acronym shows, the set includes
a hidden reference and an anchor. The former is the sample with the best and the
latter the one with the worst quality. In our case, we have used the original audio
signal as the hidden reference and the adversarial example, that was derived without
considering the hearing thresholds, as anchor. Both the hidden reference and the
anchor are used to exclude participants, who were not able to identify either the
hidden reference or the anchor. As a general rule, the results of participants who
rate the hidden reference with less than 90 MUSRHA-points more than 15 % of the
time are not considered. Similarly, all results of listeners who rate the anchor with
more than 90 MUSRHA-points more than 15 % of the time are excluded. We used
the webMUSHRA implementation, which is available online and was developed by
AudioLabs [101].

We have prepared a MUSHRA test with nine different audio samples, three for
speech, three for music, and three for recorded twittering birds. For all these cases,
we have created adversarial examples for η = 0, η = 20, η = 40, and without hearing
thresholds. Within one set, the target text remained the same for all conditions,
and in all cases, all adversarial examples were successful with ≤ 500 iterations. The
participants were asked to rate all audio signals in the set on a scale between 0 and
100 (0–20: Bad, 21–40: Poor, 41–60: Fair, 61–80: Good, 81–100: Excellent). Again,
the listening test was conducted in a soundproofed chamber and via headphones.

Results. We have collected data from 30 test listeners, 3 of whom were discarded
due to the MUSHRA exclusion criteria. The results of the remaining test listeners are
shown in Figure 3.7 for all nine MUSHRA tests. In almost all cases, the reference is
rated with 100 MUSHRA-points. Also, the anchors are rated with the lowest values
in all cases.
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(a) Speech

(b) Music

(c) Birds

Figure 3.7: Ratings of all test listeners in the MUSHRA test. We tested three audio
samples for speech, music, and twittering birds. The left box plot of all
nine cases shows the rating of the original signal and therefore shows very
high values. The anchor is an adversarial example of the audio signal that
had been created without considering hearing thresholds.
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We tested the distributions of the anchor and the other adversarial utterances in
one-sided t-tests. For this, we used all values for one condition so, overall for nine
MUSHRA tests. The tests, at a significance level of 1 %, show that in all cases,
the anchor distribution without the use of hearing thresholds has a significantly lower
average rating than those adversarial examples where the hearing thresholds are used.
Hence, there is a clearly perceptible difference between adversarial examples with
hearing thresholds and adversarial examples without hearing thresholds.

During the test, the original signal was normally rated higher than the adversarial
examples. However, it has to be considered that the test listeners directly compared
the original signal with the adversarial ones. In an attack scenario, this would not be
the case, as the original audio signal is normally unknown to the listeners. Despite the
direct comparison, there is one MUSRHA test, where the adversarial examples with
hearing thresholds are very frequently rated with a similar value as the reference and
more than 80 MUSHRA-points. This is the case for the second test with twittering
birds, which shows that there is a barely perceptible difference between the adversarial
samples and the original audio signal.

Additionally, we observed that there is no clear preference for a specific value of η.
The samples with η = 0 received a slightly higher average rating in comparison to
η = 20 and η = 40, but there is only a significant difference for the distributions of
η = 0 and η = 40.

Attack Parameters

We have shown that it is possible to successfully attack state-of-the-art DNN-HMM
ASR systems with targeted adversarial perturbations, which are barely to distinguish
from original audio samples. Based on different experiments, we demonstrated means
of deriving the best setup for the proposed algorithm for the creation of adversarial
examples. The choice of the parameters highly affects the amount of perceptible noise.
The evaluation has shown that a higher number of iterations increases the success rate,
but simultaneously the amount of noise. However, for iterations < 500, the success
rate is already very high and therefore, 500 should not be exceeded. Additionally, by
this choice, the required calculation time is reduced as well.

If the success rate needs to be raised, the increase of λ had a higher effect. Although
the participants in the MUSHRA test did prefer smaller values for λ, there was no

71



3 Audio Adversarial Examples

significant difference if λ was only increased by 20 dB. Additionally, the phone rate
should be set to an optimum value as this highly affects the success of the attack.

Besides improving the success of the attack, the choice of the original audio sample
greatly influences the quality of the adversarial example. There might be use cases,
where the original audio sample is fixed, but in general, the choice of the original
sample is free. We recommend using music or other dinconspicuous audio samples,
like bird twittering, which do not contain speech, as speech has to be obfuscated,
typically leading to larger required adversarial perturbations.

The process can be parallelized and is relatively fast in comparison to other attacks
proposed in the past, as we have integrated the preprocessing into the backpropaga-
tion. Therefore, we recommend to use different promising setups and to choose that
one which sounds the most inconspicuous while giving the required success rate.

We assume that training the ASR-DNN with MP3-encoded audio files will only
move the vulnerability into the perceptible region of the audio files, but will not
circumvent blind spots of DNNs completely.

3.2 Robust Over-the-Air Adversarial Examples
The practical implications and real-world impact of the demonstrated attack are un-
clearup to this point as the audio examples are fed into the ASR system directly,
hence ignoring all side effects (e. g., echo or reverberation) of a real-world environ-
ment, where the sound is transmitted from a loudspeaker to the input microphone of
the recognition engine. Other works demonstrated adversarial examples that can be
played over-the-air [78, 102, 103, 104], but these proof-of-concept attacks are either
tailored to a single, static room setup or are hard to reproduce systematically with a
proven success rate in a different environment like the attack sketched in Comman-
derSong [82]. Also, in cases where over-the-air adversarial examples have been used
in black-box settings, the target transcription is easy to perceive by human listeners,
once the intended attack is known [78, 102].

We argue that adversarial examples for ASR systems can only be considered a real
threat if the targeted recognition is produced even when the signal is played over the
air. Compared to previous attacks, where the manipulated speech signal is fed directly
into the ASR system, over-the-air attacks are more challenging, as the transmission
over the air significantly alters the signal.
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Figure 3.8: For an over-the-air attack against ASR systems, the attack needs to re-
main viable after the transmission over the air. This transmission can be
modeled as a convolution of the original audio signal x with the RIR h.

Our key insight that we study in this chapter is that this transmission can be
modeled as a convolution of the original audio signal with the room-dependent RIR,
which describes the transmission of an acoustic signal from the loudspeaker to the
microphone (see Figure 3.8 for an illustration) where the RIR depends on various
factors [105]. In practice, it is nearly impossible to estimate an exact RIR without
having access to the actual room. Therefore, robust adversarial examples need to
take a range of possible RIRs into account to increase the success rate. Nevertheless,
we show that for a successful attack, it is not necessary to acquire precise knowledge
about the attack setup. Instead, a generic adversarial example is enough, provided
that it is optimized for a large range of possible room setups.

Our approach is inspired by Athalye et al.’s seminal work: a real-world 3D-printed
turtle, which is recognized as a rifle from almost every point of view due to an adversar-
ial perturbation [106]. The algorithm for creating this 3D object not only minimizes
the distortion for one image, but for all possible projections of a 3D object into a
2D image. We borrow the idea of this approach—also referred to as Expectation over
Transformation (EoT)—and transfer it to the audio domain, replacing the projections
by convolutions with RIRs, thereby hardening the audio adversarial example against
the transmission through varying rooms.

We introduce the first method to compute generic and robust over-the-air adver-
sarial examples against hybrid ASR systems. We archive this by utilizing an RIR
generator to sample from different room setups. We implement a full, end-to-end at-
tack that works in both cases, with and without psychoacoustic hiding. In either case,
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we can produce successful robust adversarial examples. With our generic approach,
it is possible to induce an arbitrary target transcription in any kind of audio without
physical access to the room where the attack takes place.

More specifically, for the simulation, the convolution with the sampled RIR is added
to the ASR’s DNN as an additional layer, which enables us to update the original audio
signal directly under the constraints given by the simulated RIR. For this purpose, the
RIRs are drawn out of a distribution of room setups to simulate the over-the-air attack.
The algorithm is repeated until the target transcription is recognized or a maximum
number of iterations is reached. Using this approach, the adversarial examples are
hardened to remain robust in real over-the-air attacks across various room setups. We
also show an improvement that is based on psychoacoustic hiding [10].

We have implemented the proposed algorithm to attack the DNN-HMM ASR sys-
tem Kaldi [83] under varying room conditions. During our experiments, we found that
the generic approach, even though it is also the much more powerful attack, is even
more robust than the adapted version, which uses measured RIRs. This proves that
the used room simulation is an adequate and broadly applicable approach to simulate
non-specified environments and that for a successful attack, no prior knowledge about
the attack setup is required. Furthermore, we demonstrate that the same adversarial
examples are transferable to different rooms. They work without line-of-sight, dis-
tances in the range of meters, and even if no direct sound but only a reflection is
recorded by the microphone.

In summary, in this chapter, we make the following three key contributions:

• Robust Over-the-Air Attack. We propose a generic approach to generate
robust over-the-air adversarial examples for DNN-HMM-based ASR systems.
The attack uses a DNN convolution layer to simulate the effect of RIRs, which
allows us to alter the raw audio signal.

• Psychoacoustics. We show that the attack can be combined with psychoa-
coustic methods for reducing the perceived distortions.

• Performance Analysis. We evaluate the accuracy of the adversarial attack
and analyze the amount of added perturbation. We propose an adaptive and a
generic version of the attack and investigate the influence of increasing rever-
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beration time, increasing microphone-to-speaker distances, different rooms, and
investigate if no direct line-of-sight between speaker and microphone exists.

3.2.1 Over-the-Air Adversarial Examples

Our goal is to compute robust audio adversarial examples, which still work after
transmission through the air. For this purpose, we simulate different RIRs and em-
ploy an iterative algorithm to compute adversarial examples robust against signal
modifications that are incurred during playback in a room.

Threat Model

Throughout the rest of this section, we consider the following threat model, similar
to prior work in this area. We assume a white-box attack, where the adversary knows
the internals of the ASR system, including all its model parameters. This requirement
is in line with prior work on this topic [76, 82]. Using this knowledge, the attacker
generates malicious audio samples offline before the actual attack takes place, i. e.,
the attacker exploits the ASR system to create an audio file that produces the desired
recognition result, which is then played via a loudspeaker. Additionally, we assume
that the trained ASR system, including the DNN, remains unchanged over time.
Finally, we assume that the adversarial examples are played over the air. Note that
we only consider targeted attacks, where the target transcription is predefined (i. e.,
the adversary chooses the target transcription). Finally, we assume a threat model
where a potential attacker can run an extensive search. Specifically, the attacker is
able to calculate a batch of potential adversarial examples and select those examples
that are especially robust.

Room Impulse Response

When an audio signal is transmitted through a room, as visualized in Figures 3.8
and 3.9, the recorded signal can be approximated by convolving the room’s impulse
response h with the original audio signal x as

xh = x ∗ h. (3.19)
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Figure 3.9: For the room simulation model, we assume a probability distribution over
all possible rooms by defining relevant simulation parameters like the room
geometry, the reverberation time T60, and positions of source and receiver
as random variables. To optimize our over-the-air adversarial examples,
we sample from this distribution to get a variety of possible RIRs.

Here, the convolution operator ∗ is a shorthand notation for the multi-path transmis-
sion model

xh(n) =
n∑

m=n−M+1

x(m) · h(n−m) with n = 0, . . . ,M − 1, (3.20)

where M is the length of the audio signal, M the length of the RIR h, and all x(n)
with n < 0 are assumed to be zero.

In general, the RIR h depends on the size of the room, the positions of the source
and the receiver, and other room characteristics such as the sound reflection properties
of the walls, any furniture, people, or other contents of the room. Hence, the audio
signal received by the ASR system is never identical to the original audio, and an
exact RIR is practically impossible to predict. We describe a possible solution for a
sufficient approximation in Section 3.2.1.
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Room Impulse Response Simulator

To simulate RIRs, we use the AudioLabs implementation based on the image method
from Allen and Berkley [105]. The simulator takes as input the room dimensions, the
reverberation time T60, and the position of source and receiver and approximates the
corresponding RIR for the given parameters.

For our attack, we model cuboid-shaped rooms, which can be described by their
length bx, width by, and height bz, defined as b = [bx, by, bz]. In addition to this,
we model the three-dimensional source position s = [sx, sy, sz], receiver position r =

[rx, ry, rz], and the reverberation time T60, which is a standard measure for the audio
decay time, defined as the time it takes for the sound pressure level to reduce by 60dB.
This results in ten freely selectable parameters. All parameters are also sketched
in Figure 3.9. Even though this might seem like an overly simple model, we show
that the computed adversarial examples are indeed robust for real rooms that are
more complex.

In order to sample random RIRs, we interpret these ten parameters to be random
variables. We draw each value from a uniform distribution between a minimum and
a maximum allowed value. For the room size and for T60, the minimum and the
maximum values can be chosen arbitrarily and are thus selected first. After those
parameters are drawn, the ranges for source and receiver positions are drawn to guar-
antee that the source and the receiver are located inside the room.

To simplify the notation, we use the 10-dimensional parameter vector ξ in the
following to describe all of these parameters. The RIR h can be considered as a
sample of the distribution Hξ. An example of a simulated RIR in the time and the
frequency domain is shown in Figure 3.10.

Robust Audio Adversarial Examples

Unlike earlier approaches that feed adversarial examples directly into the ASR sys-
tem [76], we explicitly include characteristics of the room, in the form of RIRs, in the
optimization problem. This hardens the adversarial examples to remain functional in
an over-the-air attack.

For the attack, we therefore use the optimization criterion

max
δ

Eh∼Hξ
[P (y′|x ∗ h)]. (3.21)
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Figure 3.10: Simulated RIR for b = [8m, 7m, 2.8m], s = [3.9m, 3.4m, 1.2m] and
r = [1.4m, 1.8m, 1.2m], and T60 = 0.4 in the time domain (top) and the
frequency domain (bottom).

This approach is derived from the Expectation Over Transformation (EOT) approach
in the visual domain, where it is used to consider different two- and three-dimensional
transformations, which leads to robust real-world adversarial examples [106]. In our
case, instead of visual transformations, we use the convolution with RIRs, drawn from
Hξ, to maximize the expectation over varying RIRs, as shown in Equation (3.21).

For the implementation, we use a DNN that already has been augmented to include
the feature extraction and prepend an additional layer to the DNN. This layer simu-
lates the convolution of the input audio file with the RIR h to model the transmission
through the room. Integrating this convolution as an additional layer allows us to
apply gradient descent directly to the raw audio signal. A schematic overview of the
proposed DNN is given in Figure 3.11. The first part (“Convolution”) describes the
convolution with the RIR h. Note that the RIR simulation layer is only used for the
calculation of adversarial examples and removed during testing, as the actual RIR will
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then act during the transmission over the air. The center and right part (“Feature
extraction” and “DNN”) show the feature extraction and the acoustic model DNN,
which is used to obtain the pseudo-posteriors for the decoding stage.

The inclusion of the convolution as a layer in the DNN requires it to be differentiable.
Using (3.20), the derivative can be written as

∂xh(n)

∂x(m)
= h(n−m) ∀n,m. (3.22)

or written as the Jacobian Matrix

∂xh
∂x

=


∂xh(0)
∂x(1−M)

∂xh(1)
∂x(2−M)

. . . ∂xh(M−1)
∂x(M−M)

∂xh(0)
∂x(2−M)

∂xh(1)
∂x(3−M)

. . . ∂xh(M−1)
∂x(M−(M−1))

... ... . . . ...
∂xh(0)
∂x(0)

∂xh(1)
∂x(1)

. . . ∂xh(M−1)
∂x(M−1)

 (3.23)

=


h(M − 1) h(M − 1) . . . h(M − 1)

h(M − 2) h(M − 2) . . . h(M − 2)
... ... . . . ...

h(0) h(0) . . . h(0)

 . (3.24)

This can be included in the calculation of the gradient ∇x as

∇x =
∂L(y, y′)
∂F(χ)

· ∂F(χ)
∂FP (xh)

· ∂FP (xh)
∂xh

· ∂xh
∂x

, (3.25)

as an extension of Equation (3.1).

Over-the-Air Adversarial Examples

To assess the robustness of the hardened over-the-air adversarial attack, the adver-
sarial examples x′ have to be played back via a loudspeaker, and the recorded audio
signals are used to determine the accuracy. For the calculation, we implemented the
optimization as defined in Equation (3.21), by sampling a new RIR h after every set
of Q gradient descent iterations. This simulates different rooms and recording condi-
tions. Therefore, the generated adversarial example depends on the distribution Hξ,
from which the RIR h is drawn. After each gradient descent step, the audio signal x′

is updated via the calculated gradient ∇x at the learning rate α.
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Figure 3.11: To simulate any RIR and to update the time domain audio signal directly,
the RIR is integrated as an additional layer into the DNN.

The total maximum number of iterations is limited to at most G iterations. How-
ever, if a successful robust adversarial example is created before the maximum number
of iterations is reached, the algorithm does not need to continue. To efficiently cal-
culate adversarial examples, we use an RIR htest to simulate the over-the-air scenario
during the calculation to verify whether the example has already achieved over-the-air
robustness. This RIR is only used for verification and can, for example, be drawn out
of Hξ once at the beginning of the algorithm.

The entire approach is summarized with Algorithm 1. As can be seen, the psychoa-
coustic hearing thresholds H are optionally used during the gradient descent to limit
modifications of the signal to those time-frequency ranges, where they are (mostly)
imperceptible. Here, DNN0 describes the augmented DNN (“Feature extraction” and
“DNN”) in Figure 3.11 without the RIR simulation, since, for the actual attack, this
is replaced by the simulated RIR htest.

3.2.2 Experimental Evaluation

In the following, we evaluate the performance of the proposed algorithm for adversar-
ial examples played over-the-air and compare the performance for varying reverbera-
tion times, distances, and adversarial examples restricted by psychoacoustic hearing
thresholds. Additionally, we compare the generic approach with an adapted version
of the attack where an attacker has prior knowledge of the target room. Finally, we
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Algorithm 1 Calculation of robust adversarial examples.
1: input: original audio x, target transcription y′, hearing thresholds H , distribu-

tion Hξ, learning rate α, test RIR htest

2: result: robust adversarial example x′

3: initialize: g ← 0, x′ ← x, ŷ ← decode(x′ ∗ htest) with DNN0

4: while g < G and ŷ 6= y′ do
5: g ← g + 1

6: draw random sample h ∼ Hξ

7: update first layer of DNN with h

8: for 1 to Q do
9: // gradient descent, optionally constrained by hearing thresholds H

10: ∇x ← ∂L(ŷ,y′)
∂x

11: x′ ← x′ + α · ∇x

12: x′h ← x′ ∗ htest

13: ŷ ← decode(x′h) with DNN0

measure the changes of generic adversarial examples replayed in different rooms, even
if there is no direct line-of-sight between the microphone and the speaker.

Metrics

We use the following standard measures to assess the quality of the computed adver-
sarial examples.

Word Error Rate. To measure performance, we use the WER with respect to
the target transcription with the definition from Section 3.1.2. For a real attack, an
adversarial example can only be considered successful if a WER of 0% is achieved
(i.e., the hypothesis of the system matches with the target transcription chosen by
the attacker).

Segmental Signal-to-Noise Ratio. The segmental Signal-to-Noise Ratio (SNRseg)
measures the amount of noise σ added to the original signal x and is computed as

SNRseg(dB) = 10

K

K−1∑
k=0

log10

∑Tk+T−1
t=Tk x2(t)∑Tk+T−1
t=Tk σ2(t)

, (3.26)
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where T is the segment length and K the number of segments. Thus, the higher the
SNRseg, the less noise was added. The SNRseg measures any added noise, not only
the perceptible noise components. Therefore, the perceptible noise is even lower than
the SNRseg would suggest for the versions where hearing thresholds are used.

In contrast to the SNR, the SNRseg [107] is computed frame-wise and gives a better
assessment of an audio signal if the original and the added noise are aligned [108], as
it is the case in our experiments.

Calculation Time

All experiments were performed on a machine with an Intel Xeon Gold 6130 CPU
and 128 GB of DDR4 memory.

For our experiments, we limit the maximum number of iterations to 2000, since in
every iteration more distortions are added to the audio file, which decreases the audio
quality of the adversarial examples. Also, this number is sufficient for the attack to
converge, as can be seen in Figure 3.12, where the WER is plotted as a function of
the maximum number of iterations G.

Computing an adversarial example for 10 seconds of audio with the maximum
number of G = 2000 iterations and M = 512 takes about 80 minutes. Note that the
computation for a single audio file is limited by the single-core performance of the
machine, and the attack is fully parallelizable for multiple audio files.

Over-the-Air Attacks

We evaluate the attack for the lab setup as shown in Appendix A in Figure A.4. The
approximate dimensions of this room are breal ≈ [8m, 7m, 2.8m] and the positions
of the loudspeaker and the microphone are sreal = [3.9m, 3.4m, 1.2m] and rreal =

[1.4m, 1.8m, 1.2m], respectively.
We compute all adversarial examples with Algorithm 1. Based on preliminary

experiments, we set G = 2000 and Q = 10. For the distributions Hξ, we used two
different versions, shown in Table 3.4. Hξgen describes a generic room, while Hξadp is
used as an approximation to reassemble the real room from Appendix A in Figure A.4.
If not specified otherwise, htest, which is used for testing during the attack, is drawn
once at the beginning of the algorithm from the same distribution Hξ.
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Figure 3.12: WERs for simulated over-the-air attacks as a function of the maximum
number of iterations G.

The WER is measured for the recorded adversarial examples after playing them
via loudspeaker. The SNRseg is calculated after applying a measured RIR hreal to
both the original signal and the adversarial example. We chose this approach since
it corresponds to the actual signal perceived by human listeners if the adversarial
examples are played over the air.

For all cases, we calculated 20 adversarial examples. In some cases, the audio
samples clipped too much (exceeded the maximum defined value of the audio, after
the addition of the adversarial distortion). As it would not be possible to replay those
examples, we removed them from the evaluation of the real over-the-air attack. Each

Table 3.4: Range of room dimensions for sampling the different distributions. Hξgen

describes a generic room, which is used for the generic version of the attack,
where we assume the attacker to have no prior knowledge. In case of Hξadp ,
the distributions are adapted to the lab setup in Appendix A in Figure A.4.

bx by bz T60

min max min max min max min max

Hξgen 2.0 m 15.0 m 2.0 m 15.0 m 2.0 m 5.0 m 0.0 s 1.0 s
Hξadp 6.0 m 10.0 m 5.0 m 9.0 m 3.0 m 5.0 m 0.2 s 0.6 s
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Table 3.5: WER, ratio of successful adversarial examples, and SNRseg for generic
over-the-air attacks using Hξgen with speech data for different M and vary-
ing T60.

M = 512 M = 1024 M = 8192

WER AEs WER AEs WER AEs

T60 = 0.42 s 42.2 % 5/20 34.9 % 5/20 33.3 % 2/20
T60 = 0.51 s 68.9 % 1/20 56.4 % 2/20 42.0 % 2/20
T60 = 0.65 s 91.6 % 0/20 88.0 % 0/20 68.7 % 2/20

SNRseg 7.6±6.7 dB 7.7±6.7 dB 3.2±6.1 dB

AEs: Successful adversarial examples.

of the remaining adversarial examples was played five times, and we reported the
number of adversarial examples that could be transcribed with 0 % WER.

Generic Over-the-Air Attack. First, we evaluate the attack under the assump-
tion that the attacker has no prior knowledge about the attack setup. Specifically, we
use Hξgen and calculate adversarial examples for different reverberation times T60 and
varying length M of RIRs. M describes how many past sampling values are consid-
ered, and the larger the reverberation time, the more important are the past sampling
values. We assume that, especially in setups with high reverberation times T60, a
larger M will result in more robust adversarial examples, as it is a better match to
the real-world conditions.

For the experiments, we used the variable-acoustics lab in Appendix A in Figure A.4
to adjust the reverberation time and tested three versions of the RIR length M = 512,
M = 1024, and M = 8192 for speech data. The results in Table 3.5 confirm the above
assumption: for M = 8192, we can obtain the best WERs, especially for the longer
reverberation times. Note that even if the WER seems to be high, for an attacker, it
is sufficient to play one successful adversarial example with 0% WER, which is also
in line with the definition in Section 3.2.1 and, in fact, possible (cf. Table 3.9). The
SNRseg decreases with increasing values for M , which indicates that more noise needs
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Table 3.6: WER, ratio of successful adversarial examples, and SNRseg for generic
over-the-air attacks using Hξgen and hearing thresholds with speech data
for different M .

M = 512 M = 1024 M = 8192

WER AEs WER AEs WER AEs

T60 = 0.42 s 70.0 % 0/20 62.7 % 0/20 69.6 % 2/20

SNRseg 11.5±5.2 dB 10.4±6.9 dB 5.5±4.8 dB

AEs: Successful adversarial examples.

to be added to these adversarial examples. Additionally, the calculation time of the
adversarial examples increases by the factor of four from M = 512 to M = 8192.

Hearing Thresholds. To measure the impact of hearing thresholds, we conducted
the same experiments as for Table 3.5 with T60 = 0.42 and hearing thresholds. The
results are shown in Table 3.6. Compared to the version without hearing thresholds,
the WER and the total number of successful adversarial examples decrease. Never-
theless, it was possible to find successful adversarial examples for M = 8192. At the
same time, the SNRseg has improved values. Additionally, the SNRseg measures any
added noise, not only the perceptible noise components. Therefore, the perceptible
noise is even lower than the SNRseg would suggest for the versions where hearing
thresholds are used.

Distance between Speaker and Microphone. In Figure 3.13, we measured the
effect of an increasing distance between the microphone and loudspeaker. We used
the shortest reverberation time T60 = 0.42 s and varied the distance from 1m to 6m
for M = 8192 with and without hearing thresholds.

In general, we find that the WER increases with increasing distance. Nevertheless,
starting from a distance of approximately 2m, the WER does not increase as rapidly
as for smaller distances if we use hearing thresholds. In cases where no hearing
thresholds are used, the WER even starts to decrease again for larger distances.

85



3 Audio Adversarial Examples

Figure 3.13: WER for over-the-air attacks plotted over the distance between micro-
phone and speaker for M = 8192 with and without hearing thresholds.

Varying Audio Content. In Table 3.7, we evaluated the effect of varying audio
contents of the original audio samples. For this, we used speech, music, and samples
of chirping birds. Using speech audio samples for the attack results in the best WERs.

The average SNRseg indicates that most distortions have to be added to the orig-
inal audio samples for bird chirping, while we achieve better results for music and
speech data.

Adaptive Attack. In the following, we compare the generic attack, where the at-
tacker has no prior knowledge about the attack setup, with an adapted version of the
attack. Note that the generic attack is the more powerful attack compared to the
adapted version, as it requires no access nor any information about the room where
the attack is conducted.

For the evaluation, we used Hξadp and Hξgen in Table 3.4, combined with a measured
RIR hreal and a simulated RIR hgen for htest in Algorithm 1. hgen was drawn once at
the beginning of the algorithm from the same distribution, described via Hξgen . hreal

is a measured RIR, obtained from the recording setup that is actually used during
the attack. Consequently, the version with Hξgen and hgen does not use any prior
knowledge of the room or the recording setup, while the version with Hξadp and hreal

is tailored to the room. Surprisingly, the generic version clearly outperforms the
adapted versions (Hξadp , hreal) in Table 3.8, and we were able to find fully successful
adversarial examples for those cases, i. e., adversarial examples with a WER of 0%.
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Table 3.7: WER, ratio of successful adversarial examples, and SNRseg for different
audio content for M = 512.

Music Speech Birds

AEs 1/20 5/20 0/20
WER 61.1 % 42.2 % 71.7 %

SNRseg 10.7±2.7 dB 7.6±6.7 dB 1.2±3.0 dB

AEs: Successful adversarial examples.

Table 3.8: WER, ratio of successful adversarial examples, and SNRseg for different
audio content for M = 512. Comparing generic over-the-air attacks with
adapted over-the-air attacks.

Music Speech Birds
WER AEs WER AEs WER AEs

Hξgen , hgen 61.1 % 1/20 42.2 % 5/20 71.7 % 0/20
Hξadp , hadp 63.2 % 2/20 65.0 % 2/20 84.5 % 2/20

∆ in WER + 2.1 % + 22.8 % + 12.8 %

AEs: Successful adversarial examples.

As a consequence, for an attacker, it is not only unnecessary to acquire prior knowl-
edge about the room characteristics, but the likelihood of success is even higher if a
generic attack is chosen.

Varying Room Conditions. To evaluate the adversarial examples in varying
rooms, we chose three rooms of differing sizes: a lecture room with approximately
77m2, a meeting room with approximately 38m2, and an office with approximately
31m2. Layout plans of the rooms are shown in Appendix A, including positions of the
speaker and microphone for all recording setups and the measured reverberation time.
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Table 3.9: WER and ratio of successful adversarial examples for generic over-the-air
attacks with and without direct line-of-sight in varying rooms based on
speech data for M = 8192.

Lecture Meeting
Office

Room Room

WER AEs WER AEs WER AEs

w/ line-of-sight 40.0 % 2/20 55.3 % 1/20 74.0 % 1/20
w/o line-of-sight 71.3 % 0/20 62.0 % 0/20 82.7 % 1/20

∆ in WER + 31.3 % + 6.7 % + 8,7 %

AEs: Successful adversarial examples.

Direct Line-of-Sight Attack. The first attacks were conducted with a direct line-
of-sight between the microphone and the speaker. The results are shown in Table 3.9.
Even though the results vary depending on the room, the WERs remain approximately
in the same range as the experiments with varying reverberation times in Table 3.5
would indicate. Surprisingly, the room with the highest reverberation time, the lecture
room, actually gave the best results.

Overall, the results show that our generic adversarial examples remain robust for
different kinds of rooms and setups and that it is sufficient to calculate one version of
an adversarial example to cover a wide range of rooms (i.e., the attack is transferable).

No-Line-of-Sight Attack. For the rooms in Table 3.9, we also performed experi-
ments where no line-of-sight between the microphone and the speaker exists by block-
ing the direct over-the-air connection with different kinds of furniture. As a conse-
quence, not the direct sound, but a reflected version of the audio is recorded. An
implication is that these attacks could be carried out without being visible to people
in the vicinity of the ASR input microphone. We tested different scenarios for our
setup: In the lecture and the meeting room, the source and the receiver were sep-
arated by a table by simply placing the speaker under the table. In the office, the
speaker was even placed outside the room. For this recording setup, the door between
the rooms was left open and the line-of-sight was blocked by a wall. For all other
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setups, the doors of the respective rooms were closed. A detailed description of the
no-line-of-sight setups is given in Appendix A.

In cases where no line-of-sight exists, the distortions that occur through the trans-
mission can be considered more complex, and consequentially, a prediction of the
recorded audio signal is harder. A blocked line-of-sight will most likely decrease the
WER, but it is in general possible to find adversarial examples with 0% WER, even
where the source was placed outside the room. This again shows that our generic
version of the attack can successfully model a wide range of acoustic environments
simultaneously, without any prior knowledge about the room setup.

Attack Parameters

Our experiments show that the adversarial examples, which we calculated with the
proposed algorithm, remain robust even for high reverberation times or large dis-
tances between speaker and microphone. Also, the same adversarial examples can be
successfully played over the air, even for setups where no direct line-of-sight exists.

Our comparison between the generic and the adapted version of the attack shows
that the more powerful generic attack does not only have a similar success rate but
can even outperform an adapted version where the attacker has prior knowledge of the
target room. Consequently, an attacker only needs to calculate one generic adversarial
example to cover a wide range of possible recording setups simultaneously.

For an attack, one successful adversarial example, which remains robust after being
replayed (with a WER of 0%), is already enough. Therefore, the best strategy for
an actual attack would be to calculate a set of adversarial examples containing the
malicious transcription and to choose the most robust ones. In general, the results
indicate a trade-off between the WER and the noise level: if no hearing thresholds
are used, the WER is significantly better in comparison to examples computed with
hearing thresholds. Nevertheless, even if the WER is better in cases without hearing
thresholds, we have shown that it is indeed possible to calculate over-the-air-robust
adversarial examples with distortions limited by hearing thresholds. Those adversarial
examples contain less perceptible noise and are, therefore, less likely to be detected
by human listeners.
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3.3 Detecting Adversarial Examples

In the following section, we show a detection mechanism for potential audio adversarial
examples for DNN-HMM ASR systems. For this purpose, we combine the insights
about uncertainty quantification from the deep learning community with the core
mechanisms of hybrid ASR systems. The approach can be summarized with the
following three steps:

• We substitute the ASR system’s standard feed-forward Neural Network (fNN)
with different network architectures, which are capable of capturing model un-
certainty, namely Bayesian Neural Networks (BNNs) [109], Monte Carlo (MC)
dropout [110] and deep ensembles [111].

• We calculate different measures to assess the uncertainty when evaluating the
acoustic model for an utterance. Specifically, we measure the entropy, variance,
averaged Kullback-Leibler Divergence (KLD), and the mutual information of the
neural network outputs.

• We train a one-class classifier by fitting a normal distribution on an exemplary
set of benign examples. Adversarial examples can then be detected as outliers
of the learned distribution. Compared to previous work, this has the advantage
that we do not need any adversarial examples to train the classifier and are not
tailored to specific kinds of attacks.

The results show that we are able to detect adversarial examples with an area
under the receiver operating characteristic curve of more than 0.99 using the neural
network output entropy. Additionally, the NNs used for uncertainty quantification
are less vulnerable to adversarial attacks when compared to standard feed-forward
neural networks.

3.3.1 Neural Networks for Uncertainty Quantification

A range of approaches have recently been proposed for quantifying uncertainty in
neural networks:
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Bayesian Neural Networks. A mathematically grounded method for quantifying
uncertainty in neural networks is given by BNNs [109]. Central to these methods is
the calculation of a posterior distribution over the network parameters, which models
the probabilities of different prediction networks. The final predictive function is
derived as

p(ŷ|x,D) =

∫
p(ŷ|x,θ)p(θ|D)dθ, (3.27)

where p(θ|D) is the posterior distribution of the parameters θ, ŷ the output, x the
input, and D = {(xi, ŷi)}ni=1 the training set. To approximate the often intractable
posterior distribution, variational inference methods can be applied. These fit a sim-
pler distribution q(θ|D) as close to the true posterior as possible by minimizing their
KLD. Minimizing this, again intractable, KLD is equivalent to maximizing the so-
called Evidence Lower Bound (ELBO) given by

Eq(θ|D)[log p(ŷi|xi,θ)]−KLD[q(θ|D)||p(θ)]. (3.28)

For the optimization, the expectation is approximated as the mean of log p(ŷi|xi,θ)
for all i = 1, . . . , n. During the prediction, the integral of Equation (3.27) are approx-
imated by averaging p(ŷ|x,θj) for multiple samples θj drawn from q(θ|D). While
there are different approaches to BNNs, we follow Louizos et al. [112] in this paper.

Monte Carlo Dropout. Another approach that scales to deep neural network ar-
chitectures is Monte Carlo dropout [110], which was introduced as an approximation to
the Bayesian inference. In this approach, the neurons of a neural network are dropped
with a fixed probability during training and testing. This can be seen as sampling
different sub-networks consisting of only a subset of the neurons and leading to differ-
ent prediction results for the same input. Here, θj denotes the model parameters for
the j-th sub-network and the final prediction is given by p(ŷ|x) = 1

J

∑J
j=1 p(ŷ|x,θj).

Deep Ensembles. A simple approach, which has been found to often outperform
more complex ones [113], is the use of a deep ensemble [111]. The core idea is to
train multiple neural networks with different parameter initialization on the same
data set. In this context, we denote the prediction result of the j-th neural network
by p(ŷ|x,θj). The final prediction is again given by the average over all J model
p(ŷ|x) = 1

J

∑J
j=1 p(ŷ|x,θj).
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3.3.2 Detecting Adversarial Examples

For the detection of the attack, i. e., the identification of adversarial examples, we
describe the general attack setting and the different uncertainty measures that we em-
ploy.

Threat Model

We assume a white-box setting in which the attacker has full access to the model,
including all parameters. Using this knowledge, the attacker generates adversarial
examples offline. We only consider targeted attacks, where the adversary chooses the
target transcription. Additionally, we assume that the trained ASR system remains
unchanged over time.

Uncertainty Measures

For quantifying prediction uncertainty, we employ the following measures:

Entropy. To measure the uncertainty of the network over class predictions, we cal-
culate the entropy over the K output classes as

H[p(ŷ|x)] = −
K∑
k=1

p(ŷk|x) · log p(ŷk|x). (3.29)

This can be done for all network types, including the fNN with a softmax output
layer. We calculate the entropy for each time step and use its maximum value as the
uncertainty measure.

Mutual Information. To leverage the possible benefits of replacing the fNN with a
BNN, MC dropout, or a deep ensemble, we evaluate the multiple predictions p(ŷ|x,θj)
for j = 1, ..., J of these networks. Note that these probabilities are derived differently
for each network architecture, as described in Section 3.3.1. With this setup we can
calculate the Mutual Information (MI), which is upper bounded by the entropy of
the probabilities. The MI is a measure to tell how much the uncertainty of a random
variable X is decreased given another random variable Y [114]. It is defined as

I(X;Y ) = H(X)−H(X|Y ). (3.30)

92



3.3 Detecting Adversarial Examples

In our case we measure the MI between the prediction p(ŷ|x) and the prediction given
the parameters θj. For the final measure, the results are averaged over all j = 1, . . . , J

MI = 1

J

J∑
j=1

H[p(ŷ|x)]−H[p(ŷ|x,θj)]. (3.31)

The MI indicates the inherent uncertainty of the model on the presented data [111].

Variance. Another measure that has been used by Feinman et al. [115] to detect
adversarial examples for image recognition tasks is the variance of the different pre-
dictions:

1

J

J∑
j=1

[p(ŷ|x,θj)− p(ŷ|x)]2. (3.32)

Averaged Kullback-Leibler Divergence. To observe the variations of the distri-
bution, we further introduce the averaged Kullback-Leibler Divergence (aKLD). The
KLD describes the distance between two distributions p(x) and p(x) [114]. It is de-
fined as

D(p||q) =
∑
x∈X

p(x) · log p(x)
q(x)

, (3.33)

where X describes the set of all possible values of the distributions p(x) and q(x). We
use the aKLD between two predictions with two different instances of θj

1

J − 1

J−1∑
j=1

p(ŷ|x,θj) · log
p(ŷ|x,θj)
p(ŷ|x,θj+1)

. (3.34)

Because the samples θj are drawn independently, we compare the first drawn example
to the second, the second to the third, and so on, without any reordering.

3.3.3 Experiments

In the following, we describe implementation details and present the results of our
experimental analysis.

Recognizer

We use a hybrid DNN-HMM ASR system. As a proof of concept for adversarial
example detection, we focus on a simple recognizer for sequences of digits from 0 to 9.
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Table 3.10: Accuracy on benign examples.

fNN deep ensemble MC dropout BNN

0.991 0.994 0.973 0.981

We train the recognizer with the TIDIGITS training set, which includes approxi-
mately 8000 utterances of digit sequences. The feature extraction is integrated into
the NNs via torchaudio. We use the first 13 MFCCs and their first and second deriva-
tives as input features and train the NNs for 3 epochs followed by 3 additional epochs
of Viterbi training to improve the ASR performance.

We use NNs with two hidden layers, each with 100 neurons, and a softmax out-
put layer of size 95, corresponding to the number of states of the HMM. For the
deep ensemble, we train J = 5 networks with different initialization; for the BNN,
we draw J = 5 models from the posterior distribution and average the outputs to
form the final prediction; and for dropout, we sample J = 100 sub-networks for the
average prediction.1

The ASR accuracies are evaluated on a test set of 1000 benign utterances and are
shown in Table 3.10, calculated as the sum over all substituted words S, inserted
words I, and deleted words D in comparison to the original and the target label

Accuracy =
N −D − I − S

N
, (3.35)

where N is the total number of words of the reference text, which is either the original
or the malicious target text.

All methods lead to a reasonable accuracy, with the deep ensemble models outper-
forming the fNN. At the same time, there is some loss of performance for the MC
dropout model and the BNN model.

1Note, that we needed to increase the number of samples for dropout compared to the other
methods, since using J = 5 for dropout led to worse recognition accuracy. Moreover, we also
needed to estimate the average gradient over 10 sub-nets per training sample during training to
observe increased robustness against adversarial examples.
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Adversarial Attack

For the attack, we use a sequence of randomly chosen digits with a random length
between 1 and 5. The corresponding targets for the attack have been calculated with
the Montreal forced aligner [86]. To pass the targets through the NN we used the
PGD attack [116]. For this purpose, we used cleverhans, a Python library to assess
machine learning systems against adversarial examples [117].

During preliminary experiments, we found that using multiple samples for estimat-
ing the stochastic gradient for the estimation of adversarial examples decreases the
strength of the attack. This result contradicts insights found for BNNs in image clas-
sification tasks, where the adversarial attacks become stronger when multiple samples
are drawn for the gradient [118]. An explanation for this finding could be that for
image classification, no hybrid system is used. In contrast to that, the Viterbi decoder
in a hybrid ASR exerts an additional influence on the recognizer output and favors
cross-temporal consistency.

Correspondingly, our empirical results indicate that sampling multiple times leads
to unfavorable results for ASR from the attacker’s perspective. Evaluating the aver-
aged and the single adversarial examples separately shows that the averaged adver-
sarial examples are more likely to return the original text due to the Viterbi decoding
of the hybrid ASR system. Consequently, we have only used one sample to improve
the attacker’s performance and, thus, evaluate our defense mechanisms against a
harder opponent. To validate the effectiveness of PGD, we investigate the word accu-
racy of the label predicted for the resulting adversarial example w.r.t. the target and
the original transcription. These word accuracies are shown in Figure 3.14 for varying
perturbation strength (ε = 0, . . . , 0.1 with a step size of 0.01) of the PGD attack.
Note that ε = 0 corresponds to benign examples, as no perturbations are added to
the original audio signal. We evaluated 100 adversarial examples for each ε and NN.

For all models, the accuracy w.r.t. the target transcription increases with increasing
perturbation strength until approximately ε = 0.04, and stagnates afterward. The
attack has the most substantial impact on the fNN-based model, where the accuracy
w.r.t. the malicious target transcription for ε ≥ 0.05 is almost 50 % higher than for the
other models, for which the accuracy only reaches values between 0.4 and 0.7. This
indicates that including NNs for uncertainty quantification into ASR systems makes it
more challenging to calculate effective targeted adversarial attacks. Nevertheless, the
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Figure 3.14: Accuracy with respect to the original and the target transcription plotted
over ε for fNN, MC dropout, BNN, and deep ensemble, evaluated on 100
utterances each.

accuracy w.r.t. the original transcription is almost equally affected across all systems,
indicating that for all of them, the original text is difficult to recover under attack.

Classifying Adversarial Examples

In order to detect adversarial examples, we calculate the measures described in Sec-
tion 3.3.2 for 1000 benign and 1000 adversarial examples, estimated via PGD with
ε = 0.05. Figure 3.15 exemplarily shows histograms of the entropy values of the pre-
dictive distribution of the fNN over both sets of examples. Like the fNN, all other
models also have a clear tendency to display higher uncertainty over classes for adver-
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Figure 3.15: Histograms of predictive entropy values for an fNN for 1000 benign and
1000 adversarial examples.

sarial examples, with the largest difference between benign and adversarial examples
was most severe for the entropy.

We build on this observation by constructing simple classifiers for the detection of
adversarial examples: We fit a Gaussian distribution to the values of the corresponding
measure over a held-out data set of 1000 benign examples for each network and
measure. A new observation can then be classified as an attack if the value of the
prediction uncertainty has low probability under the Gaussian model. We measure the
Receiver Operating Characteristic (ROC) of these classifiers for each model type and
uncertainty measure. The results are shown exemplarily for the BNN in Figure 3.16.
Additionally, we display the Area Under the Receiving Operator Curve (AUROC) in
Table 3.11. The results show that only the entropy has stable performance across all
kinds of NNs and clearly outperforms the other measures (variance, aKLD, and MI).
Note that the entropy is also the only measure that can be calculated for the fNN.

To verify the results for adversarial examples with low perturbations, which might
be harder to detect, we followed the same approach for 1000 adversarial examples
with a maximal perturbation of ε = 0.02.
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3 Audio Adversarial Examples

Figure 3.16: ROC curves of the different measures for the BNN with ε = 0.05 on 1000
benign and adversarial examples each.

3.4 Related Work
The following summarizes related work on audio adversarial examples and their coun-
termeasures.

Audio Adversarial Examples. By creating one of the first targeted attacks, Car-
lini et al. [78] have shown that these are possible against GMM-HMM ASR systems.
In their paper, they use an inverse feature extraction to create adversarial audio sam-
ples. The resulting audio samples are not intelligible by humans in most of the cases
and may be considered as noise, but may make thoughtful listeners suspicious. A
different approach was shown by Vaidya et al. [77], where the authors changed an
input signal to fit the target transcription by considering the features instead of the
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Table 3.11: AUROC feature scores for 1000 adversarial examples with a perturbation
strength ε = 0.05. Best results for each network are shown in bold.

Variance aKLD MI Entropy

fNN – – – 0.989
deep ensemble 0.455 0.892 0.993 0.990
MC dropout 0.637 0.443 0.498 0.978
BNN 0.667 0.777 0.794 0.988

Table 3.12: AUROC feature scores for 1000 adversarial examples with a perturbation
strength ε = 0.02. Best results for each network are shown in bold.

Variance aKLD MI Entropy

fNN – – – 0.997
deep ensemble 0.461 0.624 0.964 0.996
MC dropout 0.937 0.578 0.411 0.991
BNN 0.489 0.448 0.462 0.998

output of the DNN. Nevertheless, the results show high distortions of the audio signal
and can easily be detected by a human listener.

An approach to overcome this limitation was proposed by Zhang et al. [79] They
have shown that an adversary can hide a transcription by utilizing non-linearities of
microphones to modulate the baseband audio signals with ultrasound above 20 kHz.
The main downside of the attack is the fact that the information of the necessary fea-
tures needs to be retrieved from audio signals, recorded with the specific microphone,
which is costly in practice. Furthermore, the modulation is tailored to a specific mi-
crophone an adversary wants to attack. As a result, the result may differ if another
microphone is used.

Carlini and Wagner [75] published a technical report in which they introduce a
general targeted attack on ASR systems using the CTC-loss [76]. The attack utilizes
a gradient-descent-based minimization via the CTC-loss, which is designed for the
recognition of time series data.
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CommanderSong [82] is also evaluated against Kaldi and uses backpropagation to
find adversarial examples. However, in order to minimize the noise, approaches from
the image domain are borrowed. Therefore, the algorithm does not consider human
auditory perception.

Alzantot et al. [119] proposed a black-box attack, which does not require knowl-
edge about the model structure or parameters. For this purpose, the authors use
a genetic algorithm to create their adversarial examples for a keyword spotting sys-
tem, which differs from general speech recognition due to a much simpler architec-
ture and far fewer possible recognition outcomes. For DeepSpeech [120] and Kaldi,
Khare et al. [121] proposed a black-box attack based on evolutionary optimization,
and Taori et al. [122] also present a similar approach in their paper.

The approach presented in Section 3.1 is different from all previous studies on ad-
versarial perturbations for ASR, as we combine a targeted attack with the requirement
that the added noise should be barely, if at all, perceptible. We use a modified back-
propagation scheme, which has been very successful in creating adversarial perturba-
tions for image classification and we initialize our optimization by forced-alignment to
further minimize audible noise. Also, the psychoacoustics-based approach focuses on
the human-perceptible frequency range, which is different from ultrasound-based ap-
proaches.

Adversarial Examples for Realistic Environments. Most these previous ap-
proaches have in common that the audio signal was fed directly into the ASR system.
In the following, we outline works that present adversarial examples, which remain
viable when played over the air:

Yakura and Sakuma [103] published a technical report, which describes an algorithm
to create adversarial examples, which remain viable when played over the air, but with
the limitation that it is necessary to have physical access to the room, where the attack
takes place. Also, they did not evaluate their room-dependent examples for varying
room conditions and were unable to create generic adversarial examples systematically.

Szuley and Kolter [104] also published a work on room-dependent robust adversarial
examples, which worked under constraints given by a psychoacoustic model. However,
their adversarial examples only work in an anechoic chamber, a room specifically
designed to eliminate the effect of an RIR. A comparison with a real-world scenario
is, therefore, not feasible, as the anechoic chamber effectively reproduces the effect of
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directly feeding the attack into the ASR system. Li et al. [123] published a work to
obfuscate Amazon’s Alexa wake word via specifically crafted music. However, their
approach was not successful at creating targeted adversarial examples that work over
the air.

Abdullah et al. [102] showed a black-box attack, in which psychoacoustics is used
to calculate adversarial examples empirically. Their approach focuses on over-the-air
attacks, but in many cases, humans can perceive the hidden message once they are
alerted to its content. The attack presented in Section 3.2 is conceptually completely
different, as we use a target audio file, where we embed the target transcription via
backpropagation. The changes, therefore, sound like random noise. With Abdul-
lah et al.’s approach, in contrast, an audio file with the spoken target text forms the
starting point and is changed in such a way as to be unintelligible adversarial examples
for realistic environments for unbiased human listeners, but not for humans aware of
the target transcription. This is also the case for Chen et al.’s [124] black-box attack
against several commercial devices, where humans can again perceive the target text.

As an extension of Carlini’s and Wagner’s attack [76], Qin et al. [125] introduced
the first implementation of RIR-independent adversarial examples. Unfortunately,
their approach only worked in a simulated environment and not for real over-the-air
attacks, but the authors also utilize psychoacoustics to limit the perturbations.

The approach presented in Section 3.2 is the first targeted attack that provides
room-independent, robust adversarial examples against a hybrid ASR system. We
demonstrate how to generate adversarial examples that are mostly unaffected by the
environment, as ascertained by verifying their success in a broad range of room charac-
teristics. We utilize the same psychoacoustics-based approach proposed in Section 3.1
to limit the perturbations of the audio signal to remain below, or at least close to, the
human thresholds of hearing, and we show that the examples remain robust to play-
back over the air. The perturbations that remain audible in the adversarial examples
that we create are non-structured noise, so that human listeners cannot perceive any
content related to the targeted recognition output. Hence, our attack can be success-
ful in a broad range of possible rooms, without any physical access to the environment
(e. g., by playback of inconspicuous media from the Internet), and where the target
recognition output is not perceptible by human listeners. It shows the possibility and
risk of a new attack vector, as no specialized hardware is needed for the playback and
by being insensitive to the rooms in which the attacked systems are being operated.
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Countermeasures. There have been numerous attempts to tackle the problem of
adversarial examples in neural networks. However, it has been shown that the exis-
tence of these examples is a consequence of the high dimensionality of neural network
architectures [126, 127]. To defend against adversarial attacks, several approaches aim
e. g., at making their calculation harder by adding stochasticity and reporting predic-
tion uncertainties [128, 129, 115]. Ideally, the model should display high uncertainties
if and only if abnormal observations like adversarial examples or out-of-distribution
data are fed to the system.

Akinwande et al. [130] and Samizade et al. [131] used anomaly detection, either
in the network’s activations or directly on raw audio, to detect adversarial examples.
However, both methods are trained for defined attacks and are therefore easy to
circumvent [132].

Zeng et al. [133] have combined the output of multiple ASR systems and calculated
a similarity score between the transcriptions, but due to the transferability property
of adversarial examples to other models, this countermeasure is not guaranteed to
be successful [95].

Yang et al. [134] also utilize temporal dependencies of the input signal. For this, they
compare the transcription of the entire utterance with a segment-wise transcription of
the utterance. In case of a benign example, both transcriptions should be the same,
which will typically not be the case for an adversarial example.

Liu and Ditzler [135] utilizing quantization error of the neural network’s activations,
which appear to be different for adversarial and benign audio examples.

Esmaeilpour et al. [136] used an approximation of the audio signal calculated by
a Generative Adversarial Network (GAN) to defeat adversarial examples. However,
their approach might easily be leveraged by fooling the GAN of the defense mechanism
as these have shown to be vulnerable against adversarial examples, too.

Eisenhofer et al. [137] followed another approach; accepting that adversarial ex-
amples will always be possible, the target is to make adversarial audio perturbations
perceptible. For this purpose, they remove semantically irrelevant information and use
only these time-frequency ranges of the audio sample that humans can perceive. This
forces a potential attacker to make audible changes and the perturbations, therefore,
are much more conspicuous.

Other works leveraged uncertainty measures to improve the robustness of ASR sys-
tems in the absence of adversarial examples. Vyas et al. [138] and Jayashankar et al. [139]
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used dropout and the respective transcriptions to measure the reliability of the ASR
system’s prediction. Abdelaziz et al. [140] and Huemmer et al. [141] have previously
utilized the propagation of observation uncertainties through the layers of a neural
network acoustic model via Monte Carlo sampling to increase the reliability of these
systems under acoustic noise.

In the approach presented in Section 3.3, we do not focus on building a model that
prevents adversarial examples but rely on outlier detection and fit the model in benign
data only. This makes the system more robust against unknown attacks as it is not
tailored to specific ones.

3.5 Summary
We have presented a new method for creating adversarial examples for ASR systems,
which explicitly take dynamic human hearing thresholds into account. In this way,
borrowing the mechanisms of MP3 encoding, the audibility of the added noise is
clearly reduced. We have performed our attack against the state-of-the-art Kaldi
ASR system and feed the adversarial input directly into the recognizer in order to
show the general feasibility of psychoacoustics-based attacks.

By applying forced alignment and backpropagation to the DNN-HMM system, we
were able to create inconspicuous adversarial perturbations very reliably. In general, it
is possible to hide any target transcription within any audio file and, with the correct
attack vectors, it was possible to hide the noise below the hearing threshold and make
the changes psychophysically almost imperceptible. The choice of the original audio
sample, an optimal phone rate, and forced alignment give the optimal starting point
for the creation of adversarial examples. Additionally, we have evaluated different
parameterizations, including the number of iterations and the allowed deviation from
the hearing thresholds. The comparison with another approach by Yuan et al. [82],
which is also able to create targeted adversarial examples, shows that our approach
needs far lower distortions. Listening tests have proven that the target transcription
was incomprehensible for human listeners. Furthermore, for some audio files, it was
almost impossible for participants to distinguish between the original and adversarial
sample, even with headphones and in a direct comparison.

In Section 3.2, we have demonstrated that ASR systems are vulnerable against
adversarial examples played over the air, and we have introduced an algorithm for
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the calculation of robust adversarial examples. By simulating varying room setups,
we can create highly robust adversarial examples that remain successful over the air
in many environments.

We presented the results of empirical attacks for different room configurations. Our
algorithm can be used with and without psychoacoustic hearing thresholds, limiting
the perturbations to being less perceptible by humans. Furthermore, we have shown
that it is possible to create targeted robust adversarial examples for varying rooms
and varying audio content, even if no direct line-of-sight between the microphone and
the speakers exists, and even if the test room characteristics are completely unknown
during the creation of the example.

Finally, in Section 3.3 we introduce a mechanism to harden hybrid speech recogni-
tion systems by replacing the standard feed-forward neural network with a Bayesian
neural network, Monte Carlo dropout, or deep ensemble networks. Our empirical
results show that this increases the robustness against targeted adversarial examples
tremendously. This can be seen in the low accuracy of the target transcription, which
indicates a far lower vulnerability than that of standard hybrid speech recognition.

Another finding of this work is that the entropy serves as a good measure for
identifying adversarial examples. In our experiments, we were able to discriminate
between benign and adversarial examples with an AUROC score of up to 0.99 for all
network architectures. Interestingly, the other measures, which are available when
using approaches especially designed for uncertainty quantification, did not improve
upon these results.
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In the past few years, we have observed a huge growth in the popularity of voice as-
sistants, especially in the form of smart speakers. Most major technology companies,
among them Amazon, Baidu, Google, Apple, Tencent, and Xiaomi, have developed
an assistant. Amazon is among the most popular brands on the market: the com-
pany reported in 2019 that it had sold more than 100 million devices with Alexa on
board; there were more than 150 products that support this voice assistant (e. g.,
smart speakers, soundbars, headphones, etc.) [142]. Especially smart speakers are
on their way to becoming a pervasive technology, with several security and privacy
implications due to the way these devices operate: they continuously analyze every
sound in their environment in an attempt to recognize a so-called wake word such
as “Alexa,” “Echo,” “Hey Siri,” or “Xio dù xio dù.” If and only if a wake word is
detected, the device starts to record the sound and uploads it to a remote server,
where it is transcribed, and the detected word sequence is interpreted as a command.
This mode of operation is mainly used due to privacy concerns, as the recording of all
(potentially private) communication and processing this data in the cloud would be
too invasive. Furthermore, the limited computing power and storage on the speaker
prohibits a full analysis on the device itself. Hence, the recorded sound is sent to the
cloud for analysis once a wake word is detected.

Unfortunately, the precise detection of wake words is a challenging task with a
typical trade-off between usability and security: manufacturers aim for a low false
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acceptance and false rejection rate [143], which promotes a certain wiggle room for
an adversary. As a result, it happens that these smart speakers trigger even if the
wake word has not been uttered. First exploratory work on the error patterns of
voice-driven user input has been done by Vaidya et al. [77]. In their 2015 paper, the
authors explain how Google’s voice assistant, running on a smartphone, misinterprets
“cocaine noodles” as “OK Google” and they describe a way to exploit this behavior to
execute unauthorized commands such as sending a text, calling a number, or opening
a website. Later, Kumar et al. [144] presented an attack, called skill squatting, that
leverages transcription errors of a list of words sounding similar to existing Alexa
skills. Their attack exploits the imperfect transcription of the words by the Amazon
API and routes users to malicious skills with similar-sounding names. A similar
attack, in which the adversary exploits the way a skill is invoked, has been described
by Zhang et al. [145].

Such research results utilize instances of what we call an accidental trigger : a
sound that a voice assistant mistakes for its wake word. Privacy-wise, this can be
fatal, as it will induce the voice assistant to start a recording and stream it to the
cloud. Inadvertent triggering of smart speakers and the resulting accidentally captured
conversations are seen by many as a privacy threat [146, 147, 148]. When the media
reported in summer 2019 that employees of the manufacturer listen to voice recordings
to transcribe and annotate them, this led to an uproar [149, 150]. As a result, many
companies paused these programs and no longer manually analyze the recordings [151,
152, 153].

In this chapter, we perform a systematic and comprehensive analysis of acciden-
tal triggers to understand and elucidate this phenomenon in detail. To this end, we
propose and implement an automated approach for systematically evaluating the re-
sistance of smart speakers to such accidental triggers. We base this evaluation on
candidate triggers carefully crafted from a pronouncing dictionary with a novel pho-
netic distance measure, as well as on available AV media content and bring it to bear
on a range of current smart speakers. More specifically, in a first step, we analyze the
vendor’s protection mechanisms such as cloud-based wake word verification systems,
used to limit the impact of accidental triggers. We carefully evaluate how a diverse
set of 11 smart speakers from 8 manufacturers behaves in a simulated living-room-like
scenario with different sound sources (e. g., TV shows, news, and professional audio
datasets). We explore the feasibility of artificially crafting accidental triggers using
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a pronouncing dictionary and a weighted, phone-based Levenshtein distance metric
and benchmark the robustness of the smart speakers against such crafted accidental
triggers. We found that a distance measure that considers phone-dependent weights
is more successful in describing potential accidental triggers. Based on this measure,
we crafted 1-, 2-, and 3-grams as potential accidental triggers, using a TTS service
and were able to find accidental triggers for all tested smart speakers in a fully auto-
mated way.

Finally, we give recommendations and discuss countermeasures to reduce the num-
ber of accidental triggers or limit their impact on users’ privacy.

To summarize, we make the following key contributions:

• We develop a fully automated measurement setup that enables us to perform
an extensive study of the prevalence of accidental triggers for 11 smart speak-
ers from 8 manufacturers. We analyze a diverse set of audio sources, explore
potential gender and language biases, and analyze the identified triggers’ repro-
ducibility.

• We introduce a method to synthesize accidental triggers with the help of a pro-
nouncing dictionary and a weighted phone-based Levenshtein distance metric.
We demonstrate that this method enables us to find new accidental triggers in
a systematic way and argue that this method can benchmark the robustness of
smart speakers.

4.1 Understanding Accidental Triggers

In this section, we provide the required background on wake word detection. Further-
more, we describe how Amazon deals with accidental triggers. Finally, we provide
an overview of smart speaker privacy settings. In general, accidental triggers are the
consequence of the trade-off between specificity and sensitivity, namely the false re-
jection and the false acceptance rate. Whenever a wake word recognizer is trained,
the system aims to minimize both of these errors.
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4.1.1 Wake Word Recognition

To enable natural communication between the user and the device, automatic speech
recognition (ASR) systems built into smart speakers rely on a far-field voice-based ac-
tivation. In contrast to a push-to-talk model, where speech recognition is only active
after a physical button is pressed, smart speakers continuously record their surround-
ings to allow hands-free use. After detecting a specific wake word, also known as
hotword or keyword, the smart speaker starts to respond. The wake word recognition
system is often a lightweight DNN-based ASR system, limited to a few designated
words [154, 155, 156]. To guarantee its responsiveness, the recognition runs locally
and is therefore limited by the computational power and storage of the speaker. For
example, we found the Computer wake word model for an Amazon Echo speaker
to be less than 2 MB in size, running on a 1 GHz ARM Cortex-A8 processor. The
speaker uses about 50% of its CPU time for the wake word recognition process. In
addition to the wake word, the model also detects a stop signal (“Stop”) to interrupt
the currently running request. Especially when used in environments with ambient
noise from external sources such as TVs, a low false acceptance and false rejection
rate is much harder to achieve for these systems [143].

The device will only transmit data to the respective server after the wake word
has been recognized locally. Hence, activating the wake word by an accidental trigger
will lead to the upload of potentially sensitive and private audio data, and should,
therefore, be avoided as far as possible.

In some cases, a speaker misinterprets another word or sound as its wake word. If
the misinterpreted word is unrelated to the configured wake word, we refer to this
event as an accidental trigger. To limit the consequences of such false wakes, vendors
started to augment the local wake word recognition with a cloud-based wake word
verification. We describe this mechanism in more detail in Section 4.1.3.

4.1.2 Voice Profiles and Sensitivity

Voice profiles, also referred to as a “Voice Match” or “Recognize My Voice” feature, are
a convenience component of modern voice assistants [7]. The requisite voice training
was introduced with iOS 9 (2015), and Android 8 (2017) to build context around
questions and deliver personalized results. On smartphones, a voice profile helps to
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recognize the user better [8]. Vendors explain that without a profile, queries are simply
considered to be coming from guests and thus will not include personal results [157].

In contrast to voice assistants on phones, smart speakers are intended to be activated
by third parties, such as friends and visitors. Thus, voice profiles do not influence
whether a smart speaker is activated or not when the wake word is recognized. In
shared, multi-user environments, voice profiles enable voice assistants to tell users
apart and deliver personalized search results, music playlists, and communication.
The feature is also not meant for security, as a similar voice or recording can trick the
system [158]. In our experiments, voice profiles were not enabled or used.

In April 2020, Google introduced a new feature that allows users to adjust the
wake word’s responsiveness to limit the number of accidental activations [159]. In our
experiments, we used the “Default” sensitivity.

4.1.3 Cloud-Based Wake Word Verification

Next, we focus on cloud-based wake word verification that vendors deploy to prevent
or recover from accidental triggers.

The local speech recognition engine is limited by the speaker’s resources. Thus, in
May 2017, Amazon deployed a two-stage system [160], where a low-power ASR on
the Echo is supported by a more powerful ASR engine in the cloud.

Accordingly, accidental triggers can be divided into two categories: (i) local triggers
that overcome the local classifier, but get rejected by the cloud-based ASR engine, and
(ii) local + cloud triggers that overcome both. While a local trigger switches the LED
indicator on, a subsequent question “{accidental local trigger}, will it rain today?”
will not be answered. In cases where the cloud does not confirm the wake word’s
presence, it sends a command to the Echo to stop the audio stream. Surprisingly, the
entire process from the local recognition of the wake word to the moment where Echo
stops the stream and switches off the LED indicator only takes about 1− 2 seconds.
In our tests, we observe that during this process, Echo uploads at least 1− 2 seconds
of voice data, approx. 0.5 seconds of audio before the detected wake word occurs, plus
the time required to utter the wake word (approx. another second). In cases where
the cloud-based ASR system also detects the wake word’s presence, the accidental
trigger can easily result in the upload of 10 or more seconds of voice data. During
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Table 4.1: Smart Speaker Privacy Settings

Voice Recordings Local
Vendor Opt-Out Retention Delete Report Trigger

Amazon Yes 3, 18 months A, R, I Yes Yes
Apple Yes 6, 24 months A N/A N/A

Google Yes 3, 18 months A, R, I No Yes
Microsoft Yes* Unspecified A, I No No
*Cannot speak to Cortana anymore; A=All, R=Range, I=Individual.

our experiments, we found that all major smart speaker vendors use a cloud-based
verification system, including Amazon, Apple, Google, and Microsoft.

4.1.4 Smart Speaker Privacy Settings

To learn more about how vendors handle their users’ data, we requested the voice
assistant interaction history from Amazon, Apple, Google, and Microsoft using their
respective web forms. Among the tested vendors, Apple is the only manufacturer
that does not provide access to the voice data but allows users to request their com-
plete deletion.

In Table 4.1, we analyze whether a user is able to opt-out of the automatic storing of
their voice data, how long the recordings will be retained, the possibility to request the
deletion of the recordings, and whether recordings can be reported as problematic.
Furthermore, we checked if false activations through accidental triggers, i. e., local
triggers, are visible to the user (“Audio was not intended for Alexa”). Apple reports
storing the voice recordings using a device-generated random identifier for up to 24
months but promises to disassociate the recordings from related request data (location,
contact details, and app data) [161], after six months. In contrast, customers of
Amazon and Google can choose between two different voice data retention options.
According to Google, the two time frames of 3 and 18 months are owed to recency
and seasonality [162]. Microsoft’s retention policy is more vague, but they promise to
comply with legal obligations and to only store the voice data “as long as necessary.”
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Table 4.2: Evaluated Smart Speakers
ID Assistant, Release Wake Word(s) Language† Smart Speaker

VA1 Amazon: Alexa, 2014 Alexa en_us, de_de Amazon: Echo Dot (v3)
VA2 Amazon: Alexa, 2014 Computer en_us, de_de Amazon: Echo Dot (v3)
VA3 Amazon: Alexa, 2014 Echo en_us, de_de Amazon: Echo Dot (v3)
VA4 Amazon: Alexa, 2014 Amazon en_us, de_de Amazon: Echo Dot (v3)
VA5 Google: Assistant, 2012 OK/Hey Google en_us, de_de Google: Home Mini
VA6 Apple: Siri, 2011 Hey Siri en_us, de_de Apple: HomePod
VA7 Microsoft: Cortana, 2014 Hey/- Cortana en_us Harman Kardon: Invoke
VA8 Xiaomi: Xiao AI, 2017 Xio ài tóngxué zh_cn Xiaomi: Mi AI Speaker
VA9 Tencent: Xiaowei, 2017 Jisì’èr líng zh_cn Tencent: Tngtng TS-T1

VA10 Baidu: DuerOS, 2015 Xio dù xio dù zh_cn Baidu: NV6101 (1C)
VA11 SoundHound: Houndify, 2015 Hallo/Hey/Hi Magenta de_de Telekom: Magenta Speaker

†: In our experiments, we only considered English (US), German (DE), and
Standard Chinese (ZH).

4.2 Evaluation Setup

In this section, we describe our evaluated smart speakers and the datasets we used
for our measurement study.

4.2.1 Evaluated Smart Speakers

In our experiments, we evaluate 11 smart speakers as listed in Table 4.2. The smart
speakers have been selected based on their market shares and availability [163, 164].
In the following, with the term smart speaker, we refer to the hardware component.
At the same time, we use the term voice assistant to refer to cloud-assisted ASR and
the conversational intelligence built into the speaker.

Since its introduction in 2014, the Amazon Echo is one of the most popular speakers.
It enables users to choose between four different wake words (“Alexa,” “Computer,”
“Echo,” and “Amazon”). In our experiments, we used four Echo Dot (3rd Gen.)
and configured each to a different wake word. Similarly, for the Google Assistant,
we used a Home Mini speaker, which listens to the wake words “OK Google” and
“Hey Google.” From Apple, we evaluated a HomePod speaker with “Hey Siri” as its
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wake word. To test Microsoft’s Cortana, we bought the official Invoke smart speaker
developed by Harman Kardon that recognizes “Cortana” and “Hey Cortana.”

Moreover, we expanded the set by including non-English (US) speaking assistants
from Europe and Asia. We bought three Standard Chinese (ZH) and one Ger-
man (DE) speaking smart speaker. The Xiaomi speaker listens to “Xio ài tóngxué”
(), which literately translates to “little classmate.” The Tencent speaker listens to
“Jisì’èr líng” (), which literately translates to the digit sequence 9-4-2-0. The wake
word is a phonetic replacement of “Jiùshì ài n,” which translates to “just love you.”
The Baidu speaker listens to “Xio dù xio dù” (), which literately translates to “small
degree,” but is related to the smart device product line Xiaodu (little “du” as in
Baidu). Finally, we ordered the Magenta Speaker from the German telecommunica-
tions operator Deutsche Telekom, which listens to “Hallo,” “Hey,” and “Hi Magenta.”
In this case, magenta refers to a product line and also represents the company’s
primary brand color. Deutsche Telekom has not developed the voice assistant in-
house. Instead, they chose to integrate a third-party white-label solution developed
by SoundHound [165]. While the speaker also allows accessing Amazon Alexa, we
have not enabled this feature for our measurements. The Magenta Speaker is tech-
nically identical to the Djingo speaker [166], which was co-developed by the French
operator Orange.

4.2.2 Evaluated Datasets

In the following, we provide an overview of the datasets used to evaluate the prevalence
of accidental triggers. We included media to resemble content that is likely played in
a typical US household to simulate an environment with ambient noise from external
sources such as TVs [143]. Moreover, we considered professional audio datasets used
by the machine learning community.

TV Shows. The first category of media is TV shows. We considered a variety of
different genres to be most representative. Our list comprises popular shows from the
last 10 years and includes animated series and a family sitcom, a fantasy drama, and
a political thriller. Our English (US) TV show dataset includes Game of Thrones,
House of Cards, Modern Family, New Girl, and The Simpsons.
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News. The second category is newscasts. As newscasts tend to be repetitive, we
used one broadcast per day and television network only. The analyzed time frame
covers news broadcast between August and October 2019. Our English (US) newscasts
dataset includes ABC World News, CBS Evening News, NBC Nightly News, and
PBS NewsHour.

Professional Datasets. The third category is professional audio datasets. Due
to the costly process of collecting appropriate training datasets and the accessibility
of extensive and well-analyzed datasets, we considered professional audio datasets
commonly used by the speech recognition community.

• LibriSpeech [167]: An audio dataset created by volunteers who read and record
public domain texts to create audiobooks. It contains 1, 000 hours of speech.
The corpus has been built in 2015 and is publicly available; it is a widely used
benchmark for automatic speech recognition.

• Mozilla Common Voice [168]: The dataset is based on an ongoing crowdsourcing
project headed by Mozilla to create a free speech database. At the time of
writing, the project includes a collection of 48 languages. Our English (US)
version of the dataset contains 1, 200 hours of speech and has been downloaded
in August 2019. As neither the environment nor the equipment for the audio
recordings is controlled, the quality of the recordings differs widely.

• Wall Street Journal [169]: A corpus developed to support research on large-
vocabulary, continuous speech recognition systems containing read English text.
The dataset was recorded in 1993 in a controlled environment and comprises
400 hours of speech.

• CHiME: The Computational Hearing in Multisource Environment (CHiME)
dataset is intended to train models to recognize speech from recordings made by
distant microphones in noisy environments. The 5th CHiME challenge dataset
includes recordings from group dinners of four participants each, with two acting
as hosts and two as guests [170]. Audio signals were recorded at 20 parties,
each in a different home, via six Kinect microphone arrays and four binaural
microphone pairs. This dataset thus provides multi-channel recordings of highly
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realistic, distant-talking speech with natural background noise. In total, the
dataset consists of 50 hours of recording time.

Noise. We used noise recordings as a special category to test the sensitivity of the
voice assistants against audio data other than speech. For this purpose, we used the
noise partition of the MUSAN dataset [171], containing approximately 6 hours of
many kinds of environmental noise (excluding speech and music).

Non-English Media. To test for linguistic differences, e. g., biases between different
languages, we tested one Standard Chinese (ZH) and four German (DE) TV shows.
We analyzed the Chinese TV show All Is Well and the German-dubbed version of the
TV show Modern Family for easy comparison. Additionally, we tested the German-
dubbed version of The Big Bang Theory, as well as Polizeiruf 110 and Tatort as
examples for undubbed German TV shows. Moreover, we evaluated three shorter (12
hours each) samples of the Chinese newscast CCTV Xinwen Lianbo and the German
newscasts ARD Tagesschau and ZDF Heute Journal.

Female vs. Male Speakers. To explore potential gender biases in accidental trig-
gers of voice assistants, we also included two sets of randomly chosen voice data from
the LibriSpeech dataset. Every set consisted of a female and a male 24-hour sample.
Every sample was built from multiple 20-minute sequences, which themselves were
made of 100 different 12-seconds audio snippets.

4.3 Prevalence of Accidental Triggers
Based on the datasets described above, we now explore the prevalence of acciden-
tal triggers in various media such as TV shows, newscasts, and professional au-
dio datasets.

4.3.1 Approach

We start by describing our technical setup to measure the prevalence of accidental
triggers across 11 smart speakers (cf. Section 4.2.1) using 24-hour samples of various
datasets (cf. Section 4.2.2). The basic idea is to simulate a common living room-like
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Figure 4.1: Setup: A loudspeaker (A) is playing media files from a computer (B).
The LED activity indicators of a group of smart speakers are monitored
using light sensors (C). All speakers are connected to the Internet over
Wi-Fi (D). A webcam (E) is used to record a video of each measurement.

scenario, where a smart speaker is in close proximity to an external audio source like
a TV [143, 172].

Measurement Setup

In the following, we describe the used hard- and software used to measure accidental
triggers automatically.

Hardware. The measurement setup consists of five components, as depicted in
Figure 4.1. To rule out any external interference, all experiments are conducted in
a sound-proof chamber. We positioned 11 smart speakers at a distance of approx.
1 meter to a loudspeaker (A) and play media files from a computer (B). To detect any
activity of the smart speakers, we attach photoresistors (C) (i. e., light sensors) on
the LED activity indicator of each speaker, as one can see in Figure 4.2. In the case
of any voice assistant activity, the light sensor detects the quick change in brightness
and emits a signal to the computer (B). To prevent interference from external light
sources, the photoresistors are covered by a small snippet of reusable adhesive tape.
All smart speakers are connected to the Internet using a WiFi network (D). During
all measurements, we record network traces using tcpdump to be able to analyze their
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Figure 4.2: Photoresistor attached to the LED indicator of a smart speaker. The
sensitivity of the sensor can be adjusted via a potentiometer. Any activity
is recognized and logged.

activity on a network level. To verify the measurement results, we record a video of
each measurement via a webcam with a built-in microphone (E). The entire setup
is connected to a network-controllable power socket that we use to power cycle the
speakers in case of failures or non-responsiveness.

Software. To verify the functionality and responsiveness of the measurement setup,
we periodically play a test signal, which consists of the wake word (e. g., “Alexa”) and
the stop word (e. g., “Stop”) of each voice assistant (in its configured language) and a
small pause between them. Overall, the test signal for all 11 speakers is approximately
2m 30s long. During the measurements, we verify that each voice assistant triggers to
its respective test signal. In the case of no response, multiple or prolonged responses,
all voice assistants are automatically rebooted and rechecked. As a side effect, the test
signal ensures that each assistant stops any previous activity (like playing music or
telling a joke) that might have been accidentally triggered by a previous measurement
run. Using this setup, we obtain a highly reliable and fully automated accidental
trigger search system.
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Trigger Detection

The process of measuring the prevalence of accidental triggers consists of three parts,
as depicted in Figure 4.3. First, a 24-hour search is executed twice per dataset.
Second, a ten-fold verification of a potential trigger is done to confirm the existence of
the trigger and measure its reproducibility. Third, a manual classification of verified
triggers is performed to ensure the absence of the wake word or related words. In the
following, we describe these steps in more detail.
I. Search: In a first step, we prepare a 24-hour audio sample consisting of mul-
tiple episodes/broadcasts of approximately 20 minutes each (with slightly different
lengths depending on the source material) for each of the datasets introduced in Sec-
tion 4.2.2. We play each of the 24-hour samples twice and log any smart speaker LED
activity as an indicator for a potential trigger. The logfile includes a timestamp, the
currently played media, the playback progress in seconds, and the triggered smart
speaker’s name.

We played each audio file twice due to some changes in results that were observed
when we played the same sample multiple times. These changes do not come as a
great surprise, due to different components that we cannot control, e. g., the internal
framing of the recorded audio. Therefore, each time the same audio file is played, the
system will get a slightly different signal, with slightly shifted windows and possibly
small changes in the additive noise that cannot be fully prevented but is (strongly)
attenuated in our test environment. Also, there may be further indeterminacies up in
the chain of trigger processing, as was also noted by others [144, 148].

1. Search 2. Verification 3. Classification
∼24h
Media Potential

Trigger
Verified
Trigger

Accidental
Trigger

2x Repeats 10x Repeats Wake Word Absent?

Figure 4.3: Trigger detection workflow: Every approx. 24-hour dataset is played twice.
Subsequently, the existence of every potential trigger is confirmed. Finally,
every verified trigger is classified as accidental, if the wake word or a related
word is not present in the identified scene.

II. Verification: In a second step, we extract a list of potential triggers from the
logfile and verify these triggers by replaying a 10-second snippet containing the iden-
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tified scene. From the potential trigger location within the media, i. e., the playback
progress when the trigger occurred, we rewind 7 seconds and replay the scene until
3 seconds after the documented trigger location. This playback is repeated ten times
to confirm the existence and to measure the reproducibility of the trigger.
III. Classification: In a third step, every verified trigger is classified by reviewing
a 30-second snippet of the webcam recording at the time of the trigger. Here, two
independently working reviewers need to confirm the accidental trigger by verifying
the correct wake word’s absence. If a trigger is caused by the respective wake word
or a related word such as Alexander (“Alexa”), computerized (“Computer”), echoing
(“Echo”), Amazonian (“Amazon”), etc., we discard the trigger and exclude it from
further analysis. Where available, the analysis is assisted by the transcriptions/sub-
titles of the respective dataset.

To determine the approximate distribution between local and cloud-based triggers,
we expand our classification step. Instead of only determining the mere presence of
the wake word or a related word, two members of our team also classify the triggers
into local or local + cloud triggers. As noted in Section 4.1.4, not all smart speaker
vendors provide access or report local triggers in their voice assistant interaction
history. Thus, we use the internal processes, especially the LED timings and patterns,
to classify triggers. The heuristic for that classification is based on the time the LED
indicator of the speaker remains on. Based on preliminary tests, where we verified if
the triggers passed the cloud model, we choose a threshold of 2 seconds of speaker
activity to classify the trigger as local + cloud. Moreover, we use voice responses and
certain LED patterns as obvious signals for a local + cloud trigger. The inter-rater
reliability between our reviewers, measured by Cohen’s kappa, is κ ≥ 0.89 across all
evaluated datasets.

4.3.2 Results

An overview of our results can be found in Table 4.3 and Table 4.4. We report
the absolute counts of observed accidental triggers and actual instances of spoken
wake words.

Comparison Across Speakers. Looking at the four VA1-4 Amazon Echo wake
words, we can see that “Amazon” (57) and “Echo” (43) trigger less often than “Alexa”
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Table 4.3: Prevalence of Accidental Triggers for English wake words.

Alexa Computer Echo Amazon
Ok Hey Hey

Google Siri Cortana

A W A W A W A W A W A W A W

en_us en_us en_us en_us en_us en_us en_us

TV Shows Time 31 0 31 6 18 2 38 2 3 0 2 0 94 0

Game of Thrones 24h 6 - 6 - 5 - 3 - - - - - 14 -
House of Cards 24h 2 - 11 - 2 2 15 - - - 1 - 14 -
Modern Family 24h 6 - 9 4 4 - 12 1 1 - 1 - 23 -

New Girl 24h 4 - 5 1 4 - 6 - 2 - - - 29 -
The Simpsons 24h 13 - - 1 3 - 2 1 - - - - 14 -

News Time 22 5 9 2 4 4 12 62 2 0 4 2 44 0

ABC World News 24h - - 3 - - - 2 9 1 - 1 - 11 -
CBS Evening News 24h 12 1 1 1 - - 7 24 - - - - 13 -
NBC Nightly News 24h 2 4 - - 2 1 - 23 1 - 2 2 6 -

PBS NewsHour 24h 8 - 5 1 2 3 3 6 - - 1 - 14 -

Professional Time 46 1 37 32 21 3 7 1 11 0 2 0 59 0

LibriSpeech 24h 14 - 9 - 6 2 5 - - - - - 17 -
Moz. CommonVoice 24h 10 1 21 5 14 1 2 1 11 - 2 - 18 -

WallStreetJournal 24h 22 - 7 27 1 - - - - - - - 24 -
CHiME 24h 1 - 3 3 - - 10 2 7 - 1 - 1 -

Sum 13d 100 6 80 43 43 9 67 67 23 0 9 2 198 0

A: Accidental triggers; W : Wake word said; Gray cells: Mismatch between played
audio and wake word model language.

(99) and “Computer” (77). Moreover, we observe that the VA5 Google Home (16)
and the VA6 Apple HomePod (8) seem to be the most robust speakers of all English
(US) speakers across all played datasets, and we discuss potential reasons for that
in Section 4.5.1. Another noteworthy observation is that VA7 Microsoft Cortana
triggered far more often (197) than the other speakers across all kinds of audio data.

From a qualitative perspective, the identified triggers are often confusions with
similar-sounding words or sequences, such as, “a lesson” (Alexa), “commuter” (Com-
puter), “OK, cool” (OK Google), “a city” (Hey Siri). Another category are proper
names that are unknown or likely infrequently included in the training data. Ex-
amples include names of persons and states such as “Peter” and “Utah” (Computer),
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Table 4.4: Prevalence of Accidental Triggers and Wake Words for Chinese and German
wake words.

Xio ài Jisì’ Xio dù Hallo
tóngxué èr líng xio dù Magenta

A W A W A W A W

zh_cn zh_cn zh_cn de_de

TV Shows Time 1 0 7 0 0 0 3 0

Game of Thrones 24h 1 - 1 - - - 1 -
House of Cards 24h - - 3 - - - 1 -
Modern Family 24h - - 1 - - - 1 -

New Girl 24h - - 1 - - - - -
The Simpsons 24h - - 1 - - - - -

News Time 1 0 4 0 0 0 1 0

ABC World News 24h - - 1 - - - - -
CBS Evening News 24h - - 1 - - - 1 -
NBC Nightly News 24h - - 2 - - - - -

PBS NewsHour 24h 1 - - - - - - -

Professional Time 2 0 3 0 0 0 1 0

LibriSpeech 24h - - - - - - - -
Moz. CommonVoice 24h 1 - 1 - - - - -

WallStreetJournal 24h 1 - 2 - - - 1 -
CHiME 24h - - 1 - - - - -

Sum 13d 4 0 15 0 0 0 5 0

A: Accidental triggers; W : Wake word said; Gray cells: Mismatch between played
audio and wake word model language.

“Eddard” (Echo), “Montana” (Cortana), but also uncommon old English phrases such
as “Alas!” (Alexa). Finally, we observed a few cases of triggers that include fictional
language (Dothraki) or unintelligible language (gibberish) and two occasions of non-
speech accidental triggers: A ringing phone triggering “Amazon” in the TV show New
Girl and a honk made by a car horn triggering “Alexa” in the TV show The Simpsons.

Comparison Across Datasets. When comparing across datasets, one must keep
in mind that the total playback time differs across categories. While every dataset
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(i. e., every row in the table) consisted of 24 hours of audio data, the number of
datasets per category differs.

In general, we cannot observe any noteworthy differences in accidental triggers (A)
across the three dataset categories. In contrast, if we have a look at the cases where
the wake word was actually said (W), we see that this was very often the case for
“Computer” in the professional Wall Street Journal dataset caused by an article about
the computer hardware company IBM and for “Amazon” across the news datasets.
In this case, the 62 instances of “Amazon” referred 13 times to the 2019 Amazon
rainforest wildfires and 49 times to the company.

If we look at the professional datasets, the number of triggers is within the same
range or even increases compared to TV shows and news. As such, we have not
found a speaker that triggered less often, because it might have been specifically
trained on one of the professional datasets. In contrast to the other professional audio
datasets, the CHiME dataset consists of recordings of group dinner scenarios resulting
in comparatively less spoken words, explaining the overall lower number of accidental
activations. Not presented in Table 4.3 or Table 4.4 is the MUSAN noise dataset,
because we have not observed any triggers across the different speakers. This suggests
that accidental triggers are less likely to occur for non-speech audio signals.

Comparison Between Local and Cloud-Based Triggers. An overview of the
distribution can be seen in Figure 4.4. Depending on the wake word, we find that the
cloud ASR engine also misrecognizes about half of our accidental triggers. Fortunately
for Cortana, only a small number of triggers (8 out of 197) are able to trick Microsoft’s
cloud verification.

Comparison Between Female and Male Speakers.. We performed an experi-
ment designed to study a potential model bias in smart speakers, a common problem
for machine learning systems [173, 174, 175]. Fortunately, across our tested datasets,
we cannot find any noteworthy difference in the number of accidental triggers for fe-
male and male speakers; no bias can be observed in our experiments. The detailed
numbers are shown in Table 4.5.

Comparison Across Languages. Somewhat expected is the result that the three
Chinese and the German smart speaker do not trigger very often on English (US)
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Figure 4.4: The number of accidental triggers that are incorrectly recognized by the
local and the cloud-based ASR engine. Local triggers are triggers that are
recognized as the wake word by the local model only. Cloud triggers are
recognized by both the local and the cloud model.

content (cf. right part of Table 4.3 and Table 4.4). In Table 4.6, we report the
results for the differences across languages to explore another potential model bias
of the evaluated systems. Even though we only tested a small number of datasets
per language, the number of triggers of VA5 Google and VA6 Apple is very low and
comparable to their English performance. Given the fact that we played the very
same episodes of the TV show Modern Family in English (US) and German, we find
the wake word “Computer” to be more resistant to accidental triggers in German (1)
than in English (9). A similar but less pronounced behavior can be seen with “Alexa.”
Moreover, we found that “big brother” in Standard Chinese dàg () is often confused
with the wake word “Echo”, which is hence not the best wake word choice for this
language. Similarly, the German words “Am Sonntag” (“On Sunday”), with a high
prevalence notably in weather forecasts, are likely to be confused with “Amazon.”

122



4.3 Prevalence of Accidental Triggers

Table 4.5: Differences Between Female and Male Speakers.

Alexa Computer Echo Amazon
Ok Hey Hey

Google Siri Cortana

A W A W A W A W A W A W A W

en_us en_us en_us en_us en_us en_us en_us

Female Time 31 3 9 0 4 6 10 0 0 0 0 0 41 0

LibriSpeech I (F) 24h 9 2 8 - 2 4 4 - - - - - 19 -
LibriSpeech II (F) 24h 22 1 1 - 2 2 6 - - - - - 22 -

Male Time 33 0 8 0 0 8 8 2 1 0 0 0 46 0

LibriSpeech I (M) 24h 19 - 3 - - 4 5 2 - - - - 20 -
LibriSpeech II (M) 24h 14 - 5 - - 4 3 - 1 - - - 26 -

Xio ài Jisì’ Xio dù Hallo
tóngxué èr líng xio dù Magenta

A W A W A W A W

zh_cn zh_cn zh_cn de_de

Female Time 1 0 1 0 0 0 2 0

LibriSpeech I (F) 24h - - 1 - - - 1 -
LibriSpeech II (F) 24h 1 - - - - - 1 -

Male Time 1 0 0 0 0 0 0 0

LibriSpeech I (M) 24h 1 - - - - - - -
LibriSpeech II (M) 24h - - - - - - - -

A: Accidental triggers; W : Wake word said; Gray cells: Mismatch between played
audio and wake word model language.

4.3.3 Reproducibility

During the verification step of our accidental trigger search, we replayed every trigger
10 times to measure its reproducibility. This experiment is designed based on the
insight that accidental triggers likely represent samples near the decision thresholds of
the machine learning model. Furthermore, we cannot control all potential parameters
during the empirical experiments, and thus we want to study if, and to which extent,
a trigger is actually repeatable.
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Table 4.6: Differences in Languages.

Alexa Computer Echo Amazon
Ok Hey Hey

Google Siri Cortana

A W A W A W A W A W A W A W

English Time en_us en_us en_us en_us en_us en_us en_us

Modern Family 24h 6 - 9 4 4 - 12 1 1 - 1 - 23 -

German Time de_de de_de de_de de_de de_de de_de en_us

Modern Family 24h 1 1 1 13 3 - 13 1 2 - 2 - 17 -

Big Bang Theory 24h - - 1 9 9 - 3 2 2 1 1 1 12 -
Polizeiruf 110 24h 3 - 4 7 3 - 13 - - - - - 18 -

Tatort 24h - - - 8 4 - 15 1 2 - - - 6 -

ARD Tagesschau 12h 3 - 1 1 - - 10 13 1 - - 1 29 -
ZDF Heute Journal 12h - - - 4 - - 5 3 - - - - 8 -

Standard Chinese Time en_us en_us en_us en_us en_us en_us en_us

All Is Well 24h 1 - 1 - 9 - 6 - - - - - 28 -
CCTV X. Lianbo 12h 3 - 1 - 1 - - - - - 1 - 38 -

Xio ài Jisì’ Xio dù Hallo
tóngxué èr líng xio dù Magenta

A W A W A W A W

English Time zh_cn zh_cn zh_cn de_de

Modern Family 24h - - 1 - - - 1 -

German Time zh_cn zh_cn zh_cn de_de

Modern Family 24h - - 1 - - - - -

Big Bang Theory 24h - - - - - - 1 -
Polizeiruf 110 24h - - - - - - - -

Tatort 24h - - - - - - - -

ARD Tagesschau 12h 1 - - - - - - -
ZDF Heute Journal 12h - - 1 - - - - -

Standard Chinese Time zh_cn zh_cn zh_cn de_de

All Is Well 24h - - - - 2 - - -
CCTV X. Lianbo 12h - - 3 - - - - -

A: Accidental triggers; W : Wake word said; Gray cells: Mismatch between played audio
and wake word model language.
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Figure 4.5: Accidental trigger reproducibility. Note that the four speakers below the
dashed line do not use wake words in English (US); “Xio dù xio dù” did
not have any triggers.

We binned the triggers into three categories: low, medium, and high reproducibility.
Audio snippets that triggered the respective assistant 1–3 times are considered as low,
4–7 times as medium, and 8–10 times as high. In Figure 4.5, we visualize these results.
We observe that across the Amazon and Google speakers, around 75 % of our found
triggers are medium to highly reproducible. This indicates that most of the identified
triggers are indeed reliable and represent examples where the wake word recognition
fails. For the Apple and Microsoft speakers, the triggers are less reliable in our
experiments. One caveat of the results is that the Chinese and German speakers’
data are rather sparse and do not allow a meaningful observation and interpretation
of the results.
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4.4 Crafting Accidental Triggers

The previous experiments raise the question of whether it is possible to specifically
forge accidental triggers in a systematic and fully automated way. We hypothesize that
words with a similar pronunciation as the wake word, i. e., based on similar phones
(the linguistically smallest unit of speech production) are promising candidates. In
this section, we are interested in crafting accidental triggers that are likely caused by
the wake word’s phonetic similarity.

4.4.1 Speech Synthesis

To systematically test candidates, we utilize Google’s TTS API. To provide a variety
across different voices and genders, we synthesize 10 different TTS versions, one for
each US English voice in the TTS API. Four of the voices are standard TTS voices; six
are Google WaveNet voices [176]. In both cases, the female-male-split is half and half.

Note that some words have more than one possible pronunciation (e. g., T AH M EY
T OW vs. T AH M AA T OW). Unfortunately, we cannot control how Google’s TTS
service pronounces these words. Nevertheless, we are able to show how, in principle,
one can find accidental triggers, and we use 10 different voices for the synthesis to
limit this effect.

4.4.2 Levenshtein Distance

To compare the wake words with other words, we use the Fisher corpus [177] version
of the Carnegie Mellon University pronouncing dictionary [178], an open-source pro-
nunciation dictionary for North American English listing the phone sequences of more
than 130, 000 words. We propose two versions of a weighted phone-based Levenshtein
distance [100] to measure the distance of the phonetic description of a candidate to
the phonetic description of the respective wake word in order to find potential triggers
in a fully automated way. Using dynamic programming, we can compute the mini-
mal distance L (under an optimal alignment of the wake word and the trigger word).
Formally, we calculate

L =
s · S + d ·D + i · I

N
(4.1)
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with the number of substituted phones S, inserted phones I, deleted phones D, and
the total number of phones N , describing the weighted edit distance to transform one
word into another. The parameters s, d, and i describe scale factors for the different
kinds of errors.

In the following, we motivate our different scale factors: During the decoding step
of the recognition pipeline, a path search through all possible phone combinations is
conducted by the ASR system. In general, for the recognition, the path with the least
cost is selected as the designated output of the recognition (i. e., wake word or not
wake word). Considering these principles of wake word recognition, we assume that
the different kinds of errors have different impacts on the wake word recognition, as
e. g., utterances with deletions of relevant phones will hardly act as a wake word.

To find the optimal scale factors, we conducted a hyperparameter search where we
tested different combinations of weights. For this purpose, we played all different
TTS versions of 50,000 English words and tracked which of the voice assistants trig-
gered at least once. In total, we were able to find 826 triggers. In a second, more
advanced, version of this distance measure, we considered phone-dependent weights
for the different kinds of errors. A more detailed description of this version of the
distance measure is presented in Section 4.4.3.

We do not include the wakeword itself and ignore words that are pronounced like
parts of the wake word (e. g., “Hay” is blocklisted for “Hey” or “computed” for “com-
puter”). The blocklist of the wake words contains a minimum of 2 words (Cortana)
and up to 6 words (Computer). For the optimization, we used a ranked-based as-
sessment: We sorted all 50, 000 words by their distance L and used the rank of the
triggered word with the largest distance as a metric to compare the different weighted
Levenshtein distances. With this metric, we performed a grid search for s, d, i over
the interval [0, 1] with a step width of 0.05.

4.4.3 Phone-Dependent Weights

For a more advanced version of the weighted Levenshtein distance, we utilized infor-
mation about how costly it is to substitute, delete, and insert specific phones (i. e.,
intuitively it should be less costly to replace one vowel with another vowel in com-
parison to replacing a vowel with a consonant). For this purpose, we calculated
phone-dependent weights as described in the following: We used a trained ASR sys-
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tem and employed forced alignment, which is usually used during the training of an
ASR system to avoid the need for a detailed alignment of the transcription to the au-
dio file. We can use this algorithm to systematically change the phonetic description
of an audio file’s transcription and measure the costs of these specific changes.

To measure the impact of such changes, we distinguish between deletions, substitu-
tions, and insertions. To assess the cost of the deletion of specific phones, we randomly
draw 100 words that contain that specific phone and synthesize 10 versions of this
word via Google’s TTS API. We use the difference of the log-likelihood scores of the
forced-alignment output with and without this specific phone for all TTS versions of
the word. For example, we use the word little with the phonetic description L IH T
AH L for the phone AH in Alexa and measure the score of the forced alignment algo-
rithm for L IH T AH L and L IH T L. The difference in these two scores describes the
cost of deleting the sound ‘AH’ in this specific context. Note that we only calculated
the weights of phones that occur in the wake words. For the final weights, we use the
average over all 100 words and 10 TTS versions and finally normalize the values of all
averaged phone costs d to have a mean value of 1.0. The resulting deletion weights d̂
are shown in Figure 4.6.

Similarly, to determine the cost of all possible substitutions, we replace the phone-
under-test with all other phones for all 100 words and 10 TTS versions. We followed
the same approach as for the deletion costs previously and averaged and normalized
the log-likelihood scores to define the final weights. The matrix of the substitution
weights is shown in Figure 4.7. Therefore, the rows in the figure do not show all
theoretically possible phones. Finally, we compare the scores between the original
transcription and the transcription with an inserted phone for the insertion weights.
These weights are also normalized to have an average value of 1.0. The insertion
weights are shown in Figure 4.8. All weights are then used in Equation (4.1) along
with the scale factors.

4.4.4 Cross-Validation

We performed a leave-one-out cross-validation to measure the performance of Equa-
tion (4.1) in predicting whether words are potential accidental triggers. For this
purpose, we compared three different versions of Equation (4.1): a version, with all
scale factors set to 1 (Unweighted), a scaled version where we optimized the scale fac-
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Figure 4.6: Deletion weights used for the advanced version of the weighted Leven-
shtein distance. The higher the value, the higher the costs if this phone
is removed.

tors (Simple), and a version with our optimized scale factors and the phone-dependent
weights (Advanced).

We have run a hyperparameter search for the simple and the advanced version of
eight wake-words triggers for each fold and tested the resulting scale factors on the
remaining 8 wake word. Table 4.7 shows the number of triggers we found within the
100 words with the smallest distance for all three versions of the Levenshtein distance
and all wake words. Note that the distances tend to cluster words into same distances
due to the fixed length of each wake word and, therefore, the same total number of
phones N , especially for the unweighted and the simple version.

For cases where it is not possible to clearly determine the closest 100 words, we use
all words with a smaller distance than the 100th word and draw randomly out of the
words with the next largest distance until we obtain a list of 100 words to ensure a
fair comparison in Table 4.7.

In the third column (Total), we show the total number of words that triggered the
respective wake words, out of the 50,000 words, after filtering. Note that the Google
wake words had only 1 or 2 triggers in total, which is an upper bound for the top
100 results.

The different versions of the Levenshtein distance generally show better results for
the simple and the advanced version compared to the unweighted version, especially
for all Amazon wake words. Only for the two wake words from Microsoft, this is
not the case. Nevertheless, the advanced version shows the best results on average
and is, therefore, the version we use in the following experiments. Notably, for e. g.,
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Figure 4.7: Substitution weights used for the advanced version of the weighted Lev-
enshtein distance plotted as a matrix describing the cost to replace the
phone in the row with a phone of the columns.

Computer, approximately one third (32/100) of the words with the smallest distance
actually triggered the smart speaker and for many of the wake words, more than,
or almost half of all possible triggers can be found within the 100 words with the
smallest distance.

4.4.5 Performance on Real-World Data

With the optimized scale factors and weights, we evaluate the distance measure on
the transcriptions of the CHiME dataset to assess the performance of the optimized
distance measure on real-world voice data. For this purpose, we consider 1-, 2-, and
3-grams to also test sequences of words that occur in the CHiME transcriptions.

We perform a hyperparameter search for the advanced version of the Levenshtein
distance (scale factors and phone-dependent weights) on the triggers of all 9 wake
words on the data set used in Section 4.4.4. For these, the optimal scale factors are
s = 1.46, d = 1.30, and i = 0.24, which we use in the following experiment. We
select the 100 n-grams with the smallest distance to the respective wake word from
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Figure 4.8: Insertion weights used for the advanced version of the weighted Leven-
shtein distance. The higher the value, the higher the costs if this phone
is inserted.

all 1-, 2-, and 3-grams, in total, 300 n-grams for each wake word. All these n-grams
are synthesized with Google’s TTS API. We then play these crafted triggers against
all smart speakers. The results of the CHiME n-grams are shown in Table 4.8. We
were able to find a number of triggers for almost all of the wake words, like “fresh
parmesan” for Amazon, “my cereal” for Hey Siri, and “all acts of” for Alexa. A
manual analysis revealed that some of the crafted triggers were also found, and also
caused triggers, in our previously tested real-world data. Examples include: (Alexa)
“Election day is” in Modern Family, (Computer) “compared to the millions” in PBS
NewsHour, and (Cortana) “Montana’s bag limits are” in LibriSpeech.
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Table 4.7: Results of the leave-one-out cross-validation. We report the number of
triggers within the 100 words with the smallest distance to the respective
wake word.

ID Wake Word Total Unweighted Simple Advanced

VA1 Alexa 52 9 17 24
VA2 Computer 75 17 21 32
VA3 Echo 23 4 5 12
VA4 Amazon 12 1 1 7
VA5a OK Google 2 0 0 0
VA5b Hey Google 1 0 0 0
VA6 Hey Siri 7 3 3 5
VA7a Hey Cortana 38 9 9 6
VA7b Cortana 45 13 14 10

4.5 Discussion
The results of our experiments suggest possible reasons for the differences across wake
words and raise the question of why their vendors have chosen them in the first place.
The trade-off between a low false acceptance and false rejection rate is hard to balance
and we discuss potential measures that can help to reduce the impact of accidental
triggers on the user’s privacy.

4.5.1 Wake Word

Properties of Robust Wake Words. Looking at the number of words in a wake
word, one would assume a clear benefit using two words. This observation is sup-
ported by the results in Table 4.7, where “Cortana” leads to more triggers than “Hey
Cortana.” On the contrary, the shortest wake word “Echo” has fewer triggers than
“Hey Cortana,” suggesting that not only the number of words (and phones) itself
is important, but the average distance to common words in the respective language.
These results suggest that increasing the number of words in a wake word has the same
effect as increasing the distance to common words. If we consider the differences in
the prevalence of accidental triggers, and that adding an additional word (e. g., “Hey”)
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Table 4.8: To craft realistic word combinations, we construct word sequences based
on n-grams from the CHiME transcriptions. We report the numbers of
triggers within the 100 n-grams with the smallest distance to the respective
wake word.

ID Wake Word 1-gram 2-gram 3-gram

VA1 Alexa 7 10 5
VA2 Computer 16 12 10
VA3 Echo 1 8 3
VA4 Amazon 2 11 4
VA5a OK Google 0 1 0
VA5b Hey Google 0 0 0
VA6 Hey Siri 2 2 0
VA7a Hey Cortana 8 8 4
VA7b Cortana 7 5 6

comes at close to no cost for the user, we recommend that vendors deploy wake words
consisting of two words.

Word Selection. Amazon shared some details about why they have chosen “Alexa”
as their wake word [179]: The development was inspired by the LCARS, the Star Trek
computer, which is activated by saying “Computer.” Moreover, they wanted a word
that people do not ordinarily use in everyday life. In the end, Amazon decided on
“Alexa” because it sounded unique and used soft vowels and an “x.” The co-founder of
Apple’s voice assistant chose the name “Siri” after a co-worker in Norway [180]. Later,
when Apple turned Siri from a push-to-talk into a wake word-based voice assistant,
the phrase “Hey Siri” was chosen because they wanted the wake word to sound as
natural as possible [8]. Based on those examples we can see that the wake word choice
in practice is not always a rational, technically founded decision, but driven by other
factors like marketing as in “OK Google,” “Amazon,” “Xio dù xio dù,” or “Hallo
Magenta,” or based on other motivations such as in the case of “Siri” or “Computer.”
Another issue can arise when trying to port a wake word across languages. An example
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of that is the confusion of dàg (“big brother”) and “Echo” described in Section 4.3.2,
and it gets even more complicated in multilingual households [181].

4.5.2 Countermeasures

Local On-Device Speech Recognition. In 2019, Google deployed an on-device
speech recognizer on a smartphone that can transcribe spoken audio in real-time with-
out an Internet connection [182, 183]. We find such an approach to be promising, as it
can help to reduce the impact of accidental triggers by limiting the upload of sensitive
voice data. After the local ASR detects the wake word, one can imagine a speaker that
transcribes the audio input and only after being certain to have detected a user com-
mand/question, uploads the short wake word sequence for cloud verification. When
both ASR engines agree about the wake word’s presence, the command/question is
forwarded to the cloud in text or audio form. Coucke et al. has described a smart
speaker that runs completely offline and is thus private-by-design [184].

Device-Directed Queries and Visual Cues. Amazon presented a classifier for
distinguishing device-directed queries from background speech in the context of follow-
up queries [185, 186]. While follow-up queries are a convenience feature, one can
imagine a similar system that can reduce the number of accidental triggers. Mhaidli
et al. [187] explored the feasibility of only selectively activating a voice assistant using
gaze direction and voice volume level by integrating a depth-camera to recognize a
user’s head orientation. While this approach constitutes a slight change in how users
interact with a smart speaker, it effectively reduces the risk of accidental triggers,
by requiring a direct line-of-sight between the user and the device. However, their
participants also expressed privacy concerns due to the presence of the camera.

Privacy Mode and Safewords. Previous work [188] has documented the ineffec-
tiveness of current privacy controls, such as the mute button, given the inability to
use the speaker hands-free when muted. We imagine a method similar to a safeword
as a possible workaround for this problem. For this, the speaker implements a privacy
mode that is activated by a user saying, “Alexa, please start ignoring me,” but could,
for example, also be activated based on other events such as the time of the day. In
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the privacy mode, the speaker disables all cloud functionality, including cloud-based
wake word verification and question answering.

The speaker’s normal operation is then re-enabled by a user saying, “Alexa, Alexa,
Alexa.” Due to the requirement to speak the somewhat lengthy safeword, accidental
triggers will only happen very rarely. We imagine this privacy control to be more
usable than a mute button, as the hands-free operation is still possible. As only
the wake word is repeated multiple times, we think that vendors can implement this
functionality using the local ASR engine.

Increased Transparency. Another option is to increase transparency and control
over the retention periods and individual recordings. In particular, our experience
with Microsoft’s Privacy Dashboard made it clear that vendors need to implement
features to better control, sort, filter, and delete voice recordings. Amazon’s and
Google’s web interface already allow a user to filter interactions by date or device
easily. In particular, we imagine a view that shows potential accidental triggers, e. g.,
because the assistant could not detect a question. Currently, accidental triggers are
(intentionally) not very present, and are easy to miss in the majority of legitimate
requests. If accidental triggers were to become more visible, we hope that users would
start to more frequently use privacy controls such as safewords, the mute button, or
to request the deletion of the last interaction via a voice command, e. g., “Hey Google,
that wasn’t for you.” At first, integrating such a functionality seems unfavorable to
vendors, but it can easily be turned into a privacy feature that can be seen as an
advantage over competitors.

4.5.3 Limitations

We have neither evaluated nor explored triggers for varying rooms and acoustic envi-
ronments, e. g., distances or volumes. Even if this might influence the reproducibility,
this was not part of our study, as we focused on the general number of accidental trig-
gers in a comparable setup across all experiments. This also implies that our results
are somewhat tied to the hard- and software version of the evaluated smart speakers.

Our results are subject to change due to model updates for the local ASR or updates
of the cloud model.
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Furthermore, we are dealing with a system that is not entirely deterministic, as
others already noted [144]. Accidental triggers we mark as local triggers, sometimes
overcome the cloud-based recognizer and vice versa. The findings are mainly based
on the English (US) language; even though we also played a limited set of German
and Standard Chinese media, our results are not applicable to other languages or
ASR models.

4.6 Related Work

There is an increasing amount of work focusing on the security and privacy of smart
speakers that motivate and guide our research, as discussed in the following.

Malkin et al. [146] studied the privacy attitudes of 116 smart speaker users. Almost
half of their respondents did not know that their voice recordings are stored in the
cloud, and only a few had ever deleted any of their recordings. Moreover, they reported
that their participants were particularly protective about other people’s recordings,
such as guests. Besides conversations that include children, financial, sexual, or med-
ical information, accidentally captured conversations were named information that
should automatically be screened out and not stored. Lau et al. [188] have studied
privacy perceptions and concerns around smart speakers. They found an incomplete
understanding of the resulting privacy risks and document problems with incidental
smart speaker users. For example, they described that two of their participants used
the audio logs to surveil or monitor incidental users. They noted that current privacy
controls are rarely used. For example, they studied why users do not make use of
the mute button on the smart speaker. Most of their participants preferred to simply
unplug the device and give trust issues and the inability to use the speaker hands-free
as reasons not to press the mute button.

Similarly, Abdi et al. [189] explored mental models of where smart speaker data is
stored, processed, and shared. Ammari et al. [190] studied how people use their voice
assistants and found users being concerned about random activations and documented
how they deal with them.

Huang et al. [191] studied users’ concerns about shared smart speakers. Their par-
ticipants expressed worries regarding voice match false positives, unauthorized access
of personal information, and the misuse of the device by unintended users such as
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visitors. They confirmed that users perceive external entities, such as smart speaker
vendors, collecting voice recordings as a major privacy threat.

Chung et al. [147] named unintentional voice recordings a significant privacy threat
and warned about entities with legitimate voice data access and commercial interests,
as well as helpless users not in control of their voice data.

Tabassum et al. [192] studied always-listening voice assistants that do not re-
quire any wake word. Zeng et al. [193] studied security- and privacy-related atti-
tudes of people living in smart homes. Their participants mentioned privacy viola-
tions and concerns, particularly around audio recordings. Recently and concurrently,
Dubois et al. [148] published a paper where they played 134 hours of TV shows to
measure the prevalence of accidental triggers. Their setup relied on a combination of
a webcam, computer vision, and a network-traffic-based heuristic. Their work con-
firms our results in Section 4.3. In contrast to our work, the authors focused only on
a comparatively small English TV show dataset and English-speaking smart speak-
ers. They did not consider speakers from other countries, other languages, or other
audio datasets.

4.7 Summary
We conduct a comprehensive analysis of accidental triggers in voice assistants and
explore their impact on the user’s privacy. We explain how current smart speakers
try to limit the impact of accidental triggers using cloud-based verification systems
and analyze how these systems affect users’ privacy. More specifically, we automate
the process of finding accidental triggers and measure their prevalence across 11 smart
speakers. We describe a method to artificially craft such triggers using a pronounc-
ing dictionary and a weighted phone-based Levenshtein distance metric that can be
used to benchmark smart speakers. As the underlying problem of accidental triggers,
the trade-off between a low false acceptance and false rejection rate is hard to bal-
ance we discuss countermeasures that can help to reduce the number and impact of
accidental triggers.
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5 | Conclusion

This thesis evaluated the robustness of speech and speaker recognition systems, in-
cluding spoofing-resistant speaker recognition, adversarial examples for hybrid speech
recognition systems, and an analysis of the sensitivity of popular smart speakers to
accidental triggers. This chapter summarizes the main findings and presents potential
directions for future work.

5.1 Summary

In Chapter 2, we showed that a speaker recognition augmented with a facial recogni-
tion can deal with various distortions added to the audio and video data. We trained
an i-vector-based speaker recognition system and a face recognition based on LBP and
utilized uncertainty measures to estimate an optimal weight for a combined recogni-
tion. Our approach achieved at least the same recognition rate one would get when
only relying on the best single modality and notably exceeds this performance in cases
where at least one modality is distorted.

Additionally, in Chapter 2 we proposed a text-dependent audio-visual spoofing de-
tection for speaker verification. The detection mechanism utilizes CHMM to measure
the transcription and synchronicity simultaneously. For its evaluation, we considered
different spoofing scenarios that are known from real-world attacks. The results have
shown that the system successfully recognizes different attack scenarios, where either
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the wrong text has been uttered, one modality is missing, or the audio and video
streams do not match.

The second part of this thesis analyzed adversarial examples for hybrid speech
recognition systems that exploit psychoacoustic hearing thresholds. We have shown
that it is possible to hide any target transcription within virtually any audio file.
Hiding the noise below the dynamic hearing thresholds makes the changes almost
imperceptible. This was confirmed with two user studies, which assessed the audibility
as well as the intelligibility with human listeners.

To investigate the practical implications and the real-world impact of audio ad-
versarial examples, the attack was extended to situations where the audio signal is
played via a loudspeaker. We considered the room characteristics as a random vari-
able, utilizing RIRs during the optimization of the adversarial examples. We have
shown that no prior knowledge about the attack setup is required. An attacker can
calculate generic adversarial examples for varying rooms, which do not need to be
tailored to a specific setup. Furthermore, it is possible to create targeted robust ad-
versarial examples for varying audio content, even if no direct line-of-sight between
the microphone and the speakers exists.

To conclude Chapter 3, we introduced a defense mechanism for hybrid speech recog-
nition systems by replacing the acoustic model DNN with neural networks capable
of uncertainty quantification. Our empirical results show that this significantly in-
creased the robustness against targeted adversarial examples. Additionally, we have
shown that entropy serves as a good measure for identifying adversarial examples. We
were able to discriminate between benign and adversarial examples with a one-class
classifier that detects adversarial examples as outliers in our experiments.

In the final chapter, we performed a systematic analysis of the sensitivity of popular
smart speakers to accidental triggers. We automated the process of finding acciden-
tal triggers and measured their prevalence across 11 smart speakers. We described a
method to artificially craft such triggers using a pronouncing dictionary and a weighted
phone-based Levenshtein distance metric that can be used to benchmark smart speak-
ers.
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5.2 Future Research Directions

This thesis investigated threats against speech and speaker recognition systems, as
well as proposed countermeasures and methods to quantify weaknesses to improve
their robustness. Based on the results of this thesis, the following research questions
are interesting directions for future work.

Advances of Deep Learning. Recent advances in the field of deep learning require
new countermeasures that withstand attacks utilizing methods such as deepfakes, ar-
tificially created images, audio signals, and videos [194]. Deepfakes have become so
astonishingly realistic that they are hard to detect even for human observers. There-
fore, biometric authentication based on voice and images needs to consider attacks
with such artificially created content, e. g., by detecting artifacts that are unavoidable
consequences of the construction of deepfakes [195].

Privacy. Voice assistants are primarily used in smartphones or at home, where they
may capture very private information. Privacy-preserving speech and speaker recogni-
tion is a neglected research direction but can be extremely important considering that
the data is in general processed in the cloud. To further improve speech recognition,
training data from the domain it operates in needs to be collected. Wake-word-based
speech recognition systems constantly capture their environment, and accidental trig-
gers are labeled and used to improve the system. This raises the question of how users’
privacy can be preserved without losing the utility of hands-free voice assistants, for
example via privacy-preserving machine learning.

In the field of machine learning, privacy-preserving mechanisms are a separate line
of research. This includes differential privacy, which follows a more formal definition
of privacy; privacy is guaranteed if an attacker cannot tell whether a specific sample
is part of a training set. Federated learning follows a different approach. Here, the
idea is to distribute the training data to separated devices, e. g., every client uses its
own data, and apply collaborative learning to avoid processing the training data at a
central, probably not trustworthy, instance. Both techniques have barely been applied
for speech-based systems and offer a promising direction for future work.
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Different Attack Vectors. Attacks against machine learning systems are not lim-
ited to adversarial examples. In general, different components of the machine learning
chain are vulnerable to different kinds of attacks. Adversarial examples can be un-
derstood as attacks during the run-time of a system. An orthogonal line of research
is data poisoning or backdoor attacks that aim to manipulate the training data to
get a system to learn something it should not. For example, a system may learn
to recognize a speed limit sign whenever a particular pattern, e. g., in the form of
a sticker, is shown in the image. The stealthiness of data poisoning arises from the
fact that poisoned data is hard to detect, as it is infeasible to verify all training data.
Besides, the poisons themselves are not obvious; e. g., in clean-label poison attacks,
the poisoned samples retain their original label.

Parameter stealing attacks try to construct a surrogate model that rebuilds the
learned parameters of an existing black-box model. For this purpose, the attacker
sends a request to the model under attack, and the request and the returned output
are used to obtain a model that closely resembles the target model. The surrogate
model can then be used for a white-box attack that transfers to the stolen black-box
model. Consequently, it can never be guaranteed that a model that is deployed as
a black-box remains a secret and models also need to be resistant against attacks in
which they are used as a white-box model.

Data poisoning and parameter stealing attacks have primarily been shown to be
applicable to systems for image with image-based inputs. If and to what degree
speech and speaker recognition systems are vulnerable to such attacks has not been
thoroughly investigated yet [119, 122, 196].

Different Perspectives on Adversarial Examples. Adversarial examples can
be used to understand models and their limitations better. Such approaches would
not aim to prevent adversarial examples completely but use them to investigate the
difference between human and machine processing of real-world data. Ilyas et al. [127]
have shown that adversarial perturbations are consequences of well-generalizing, yet
brittle, features and that neural networks utilize —besides the features that are also
used by human observers—so-called non-robust features. Understanding the nature of
adversarial examples better enables the design of models that are easier to interpret
and makes it harder to design inconspicuous attacks.
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5.3 Concluding Remarks
Speech-based systems, such as voice assistants, have become more and more impor-
tant in our everyday life. For example, in smart speakers, they constantly capture
and analyze their surrounding environment and are used for various security- and
privacy-sensitive tasks. This thesis investigated real-world threats against speech
and speaker recognition systems. We have developed methods to quantify voice as-
sistants’ weaknesses and countermeasures to improve the robustness of speech and
speaker recognition. Future work should investigate other attack vectors and privacy-
preserving speech and speaker recognition. Additionally, existing countermeasure
strategies should be reassessed to withstand future advances in the rapidly growing
field of deep learning. In the meantime, it continues to be our responsibility to develop
new secure speaker and speech recognition systems.
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A | Over-the-Air Recording
Setups

Table A.1: Microphone and speaker positions and the reverberation times for each
room in Table 3.9.

T60 Microphone
Speaker

w/ line-of-sight w/o line-of-sight

Lecture
0.80 s r = [8.1m, 3.4m, 1.2m] s = [11.0m, 3.4m, 1.2m] s = [8.9m, 2.2m, 0.0m]

Room

Meeting
0.74 s r = [3.7m, 5.7m, 1.2m] s = [1.8m, 5.7m, 1.2m] s = [3.7m, 4.9m, 0.0m]

Room

Office 0.64 s r = [3.8m, 1.8m, 1.2m] s = [1.4m, 4.6m, 1.2m] s = [−0.5m, 2.0m, 1.2m]
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Figure A.1: Room layout of the lecture room.
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Figure A.2: Room layout of the office room.
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Figure A.3: Room layout of the meeting room.
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